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Years of astrophysical observations suggest that dark matter comprises more than \( \sim 80\% \) of all matter in the universe. Particle physics theories favor a weakly-interacting particle that could be directly detected in terrestrial experiments. The Super Cryogenic Dark Matter Search (SuperCDMS) Collaboration operates world-leading experiments to directly detect dark matter interacting with ordinary matter. The SuperCDMS Soudan experiment searched for weakly interacting massive particles (WIMPs) via their elastic-scattering interactions with nuclei in low-temperature germanium detectors.

During the operation of the SuperCDMS Soudan experiment, \(^{210}\text{Pb}\) sources were installed to study background rejection of the Ge detectors. Data from these sources were used to investigate energy loss associated with Frenkel defect formation in germanium crystals at mK temperatures. The spectrum of \(^{206}\text{Pb}\) nuclear recoils was examined near its expected 103 keV endpoint energy to extract the first experimentally determined average displacement threshold energy of \(19.7 \pm 0.5\text{(stat)} \pm 0.1\text{(syst)}\) eV for germanium. This has implications for the sensitivity of future germanium-based dark matter searches including the SuperCDMS SNOLAB experiment.

The SuperCDMS SNOLAB experiment will employ germanium and silicon detectors to improve current WIMP-search results by at least one order of magnitude for masses \(\leq 10\text{ GeV}/c^2\). This will require substantial shielding against cosmogenic and radiogenic backgrounds. The SuperCDMS SNOLAB passive shield will be permanent for the
duration of the experiment so extensive simulations were undertaken to optimize the shield design. This resulted in a design of an outer layer of 60 cm of water, a middle layer of 20 cm of lead, and 30 cm of polyethylene which limits the background rate to that required for the primary physics goals of the experiments.

The experiment will begin operations in 2020 and care must be taken during the construction phase to limit exposure to the ~135 Bq/m³ radon activity in the laboratory. The daughter products of $^{222}$Rn can attach to nearby surfaces leaving long-lived $^{210}$Pb in place for the duration of the experiment. For non-line-of-sight surfaces of the polyethylene shield, the maximum allowable $^{210}$Pb activity is 10,000 nBq/cm². A study was conducted to experimentally determine the contamination rate of polyethylene and copper by exposing samples for 83 days at SNOLAB. From the resulting surface activities, obtained from high-sensitivity measurements of alpha emissivity using the XIA UltraLo-1800 spectrometer, the average $^{210}$Pb plate-out rate was determined to be 249 and 423 atoms/day/cm² for polyethylene and copper, respectively. A time-dependent model of alpha activity was developed leading to a maximum exposure time of 39 days in the SNOLAB environment.
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Part I

Introduction
Chapter 1

THE MYSTERY OF MATTER

The field of dark matter physics is a lively and active area of research. There are many individuals and collaborations working on cutting-edge experimental and theoretical frontiers, all with the aim of detecting or defining the nature of what is believed to be a highly elusive particle undefined by the standard model of particle physics. There are still others who attempt to find theories in which observations can be explained through new mathematical tools or modifications of existing theories.

The “darkness” of the matter that scientists hope to find today is the same as that of the Atomists of the 5th century BCE who theorized that all matter is made of the same building block: the atom. They had no way to prove this, nor was it proven for another ~2,400 years. Other “dark” predictions include the existence of Neptune, which was required to explain Uranus’ orbital motion.

History is rife with examples of dark mysteries like these. When Galileo first made observations of the night sky with his telescope, an entire new perspective of the universe came into view: Jupiter had moons, Venus had phases, and there were many more stars than could be seen with the naked eye. With the telescope, it was possible to see previously hidden parts of the universe and to make further predictions on other potential mysteries. For example, Galileo’s observations gave further evidence to the heliocentric model of the solar system put forth by Copernicus.

So it is through clever predictions, new technology, or a combination of both that scientists have been able to define more clearly the nature of the universe.

The current search for dark matter will be yet another stepping stone, and the 21st century is an exciting time to conduct research on the frontier of human knowledge. Scientists invent new technologies, work in international collaborations, and conduct research with the support
of local communities and governments. Perhaps in searching for the contemporary form of “dark” matter, scientists will find something even more surprising along the way.

1.1. The Missing Matter Problem

As early as 1904, there was talk of unseen matter that must be present to explain otherwise inexplicable motion of stars. The physicist Lord Kelvin treated the stars in the galaxy as a gas of particles interacting gravitationally [1]. Taking into account the velocity dispersion of stars observed, he attempted to predict the total number of stars in the Milky Way and determined that there must be as many as a billion stars, many of which are completely dark or beyond the current power of observation. Nevertheless, Kelvin set an upper limit on the local (stellar neighborhood) matter density noting that anything higher was in conflict with observation.

Two years later, Henry Poincaré claimed that Kelvin’s predicted “matière obscure” (dark matter) either did not exist, or was no greater than visible matter [2]. It was at this time that the term “dark matter” first appeared, contrary to some sources that claim it was Fritz Zwicky who first used the term in 1933.

Expanding on these local matter density estimates, Jan Oort published his own estimate of $0.092 \, M_\odot/pc^3$ ($M_\odot \equiv 1$ Solar Mass $= 2\times10^{30}$ kg; pc $\equiv 1$ parsec $= 3.1\times10^{13}$ km) [3], a refinement of work previously performed by Oort’s former professor Jacobus Kapteyn [4]. Previous estimates made by James Jeans and Bertil Lindbald had been $0.143 \, M_\odot/pc^3$ and $0.217 \, M_\odot/pc^3$ respectively [5, 6]. Using his local density estimate, Oort calculated that at most approximately half of the local density could be attributed to dark matter. Oort posited gaseous or meteoric matter as potential dark matter constituents.

These preliminary estimates on helped lay the ground work for what has become the modern search for dark matter. The local density of dark matter continues to be a key value in predictions for direct detection experiments (Fig. 1.1).
Figure 1.1. Local dark matter density estimates (vertical axis) since 1920. Kapteyn and Oort’s estimates appear surprisingly close to that of modern measurements (shown in expansion). All estimates assume a baryonic matter density of $0.0914 \text{ M}_{\odot}/\text{pc}^3$ from Ref. [7]. Exact values and associated references are available in Table 4 of Ref. [8].
1.1.1. Additional Dynamical Evidence

Historically, Fritz Zwicky was one of the best-known researchers in the field of dark matter. He provided a different set of arguments for the case of missing matter from extragalactic observations. From the redshift of galaxies in the Coma cluster, Zwicky found a variance in the recessional velocities of $>2000$ km/s and applied the virial theorem to deduce the mass of the system [9].

Zwicky also estimated the expected velocity dispersion for the observed $\sim 800$ galaxies in the cluster, assuming that each galaxy was $10^6$ ly across ($1$ light-year $= 9.46 \times 10^{15}$ m) and contained $10^9$ stars, as predicted by Edwin Hubble [10]. For this system, he predicted an average velocity dispersion of 80 km/s, much lower than the average observed value of 1000 km/s for the Coma Cluster [9]. He concluded that only the presence of a significant amount of unseen matter could explain the discrepancy between observation and his mathematical model that only accounted for the luminous matter.

The Coma Cluster was only one of many clusters examined for its unusual velocity dispersion. In 1936, the Virgo Cluster was examined by Sinclair Smith who found an average mass of $2 \times 10^{11}$ M$_\odot$ per galaxy [11]. Zwicky’s own estimate from his 1937 paper was $4.5 \times 10^{10}$ M$_\odot$ per galaxy, still remarkably higher than Hubble’s estimate of $10^9$ M$_\odot$ as was expected from luminous matter alone. Of this huge discrepancy, Hubble prophetically stated:

> The investigations are beset with uncertainties, and the numerical results are mainly estimates which will be revised when more elaborate techniques and larger telescopes have been applied to the problem [10].

It was not long before the next evidence of missing mass emerged, this time from a different type of measurement. World War II, however, created a long pause in many fields of research, including astronomy.

1.1.2. Andromeda

The Andromeda galaxy (M31) played an especially important role in the evidence of dark matter, examined time and again throughout much of the 20th century. In 1939,
astronomer Horace Babcock measured the rotational velocities of stars orbiting the nucleus out to 100 arcminutes as illustrated in Fig. 1.2. Babcock pointed out that only by the presence of additional unobserved mass could the so-called rotation curve take on such high values at high distances from the center. The values he calculated were high compared to modern measurements, but as Hubble had pointed out a few years earlier, better equipment and telescopes were required to improve the estimates.

![Figure 1.2. Rotational velocities for luminous matter in M31, from Ref. [12]. Horizontal units are given in arcminutes from the center. 100' is approximately 20 kpc.](image)

The Second World War and subsequent Korean and Cold Wars put a lengthy pause on many fields of non-military research, but there were some unexpected technological advances as well. Abandoned radar sites from Nazi installations were repurposed for astronomical use. The 21 cm hydrogen line\(^1\) was first observed in 1951 by Harold Ewen and Edwin Purcell [14] from one such radar station. This feature was crucial to many astronomical discoveries and advances, not least of which was the observation by Franz Kahn and Lodewijk Woltjer that the combined mass of M31 and the Milky Way was six times larger than previously thought [15].

Despite the mounting evidence for missing matter, there was not a clamor to resolve the mystery and it was another decade before Vera Rubin and Kent Ford famously measured the

---

\(^1\)This refers to the wavelength of electromagnetic radiation from hydrogen as it changes between the two levels of the 1s ground state [13].
rotation curves of M31 [16]. The results, illustrated in Fig. 1.3, presented a large increase in precision from Babcock’s earlier measurement. This precision was achieved thanks in part to Ford’s image-tube spectrograph which was a remarkable step forward in imaging technology. Rubin won many awards for her work including the Gold Medal of the Royal Astronomical Society. Ford won the 1985 James Craig Watson Medal for his own contributions.

Figure 1.3. Rotation curve for M31 as measured by Vera Rubin in 1970 [16]. Solid black line represents a polynomial fit to the data. The rotational velocity at high distances cannot be explained from the dynamics of luminous matter alone.

In 1970, Ken Freeman used the 21 cm line to measure rotation curves of M33 and NGC 300 [17], extending observations to radii beyond the optical disk. This showed, once again, a large discrepancy between the predicted mass and that which must account for the flat rotation curves at the outer regions of galaxies. His work was later confirmed by several other astronomers.
In 1978, Albert Bosma produced rotation curves for 25 galaxies in his thesis \[18\] showing flat curves for various Hubble types\(^2\). That same year, Norbert Thonnard worked with Rubin and Ford to add another 10 spiral galaxies to the list of those with flat rotation curves. Over the following decades, a wide variety of theoretical models have attempted to explain the various observations as discussed in Section 1.2.

1.1.3. Cosmological Evidence

The cosmic microwave background (CMB) is a radiation emitted during the recombination era of the universe, approximately 380,000 years after the Big Bang \[21\]. Photons from this period have been streaming freely across the universe and are now shifted to the microwave part of the electromagnetic spectrum by the expansion of the universe. At all observable angles, the CMB appears nearly uniform at \(\sim 2.73\) K with point-to-point variations of less than one part in 100,000. The small anisotropies that do exist correlate to the quantum fluctuations of matter in a very small volume. The peaks in the power spectrum of these anisotropies, illustrated in Fig. 1.4, give meaningful information about the structure, formation and fate of the universe \[22\].

Moreover, information can be obtained about the baryonic and dark matter components of the universe. The Planck collaboration measured the polarization and temperature fluctuations of the CMB. For different positions in the sky at \(\mathbf{n} \equiv (\theta, \phi)\), the measured fluctuations yield \(\delta T/T(\mathbf{n}) \equiv \delta_T(\mathbf{n})\). The temperature fluctuations \(\delta_T(\mathbf{n})\) are expressed in terms of spherical harmonics\(^3\)

\[
\delta_T(\mathbf{n}) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} a_{lm} Y_{lm}(\mathbf{n}) \tag{1.2}
\]

\(^2\)This is a morphological classification scheme for galaxies developed by Edwin Hubble, also known as the tuning fork diagram (see Refs. [19] and [20]).

\(^3\)Spherical harmonics are given by

\[
Y_{lm}(\mathbf{n}) = \sqrt{\frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!}} P_{lm}^m \cos(\theta) e^{ilm\phi} \tag{1.1}
\]

with \(P_{lm}^m\) the Legendre polynomials.
Figure 1.4. The anisotropies of the Cosmic microwave background (CMB) as observed by \textit{Planck}, the satellite observatory \cite{23}. The CMB is a snapshot of the oldest light in the Universe, imprinted on the sky when the Universe was just 380,000 years old. It shows tiny temperature fluctuations that correspond to regions of slightly different densities, representing the seeds of all future structure: the stars and galaxies of today. Adapted from Ref. \cite{24}.
where \( a_{lm} \) is
\[
a_{lm} = \int_{\theta=-\pi}^{\theta=\pi} \int_{\phi=0}^{2\pi} \delta_T (\mathbf{n}) Y_{lm}^* (\mathbf{n}) d\Omega
\]  \hspace{1cm} (1.3)

For two points in the sky \( \mathbf{n} \) and \( \mathbf{n}' \), the two-point correlation function is given by
\[
\langle \delta_T (\mathbf{n}) , \delta_T (\mathbf{n}') \rangle = \frac{1}{4\pi} \sum_{l=1}^{\infty} (2l + 1) C_l P_l (\cos \theta)
\]  \hspace{1cm} (1.4)

where \( \theta = \mathbf{n} \cdot \mathbf{n}' \). The power spectrum of the fluctuations \( C_l \) is
\[
C_l = \frac{1}{2l + 1} \sum_{m=-l}^{l} \langle |a_{lm}|^2 \rangle
\]  \hspace{1cm} (1.5)

and the variance of the \( \langle |a_{lm}|^2 \rangle \) term is a predictor of cosmological models which can specify, among other things, the baryon matter density \( \Omega_b \) and cold matter density \( \Omega_c \) [25]. Figure 1.5 illustrates the power spectrum, shown as \( l (l + 1) C_l / 2\pi \), for various multipole moments \( l \).

The fluctuations in the power spectrum are called acoustic peaks. These arise from plasma oscillations moving at the speed of sound in the early universe. The physics of the oscillations are defined by cosmological parameters such as the values of \( \Omega_b \) and \( \Omega_c \). Peaks in the power spectrum correspond to favored scales of matter density and associated fluctuations. These fluctuations would grow throughout the universe being observable today in the large scale structure observed such as galactic clusters. The 2015 results of the Planck collaboration indicate dark matter contributes 26.8% of the matter-energy density of the universe whereas ordinary matter contributes 4.9% with dark energy filling in the remaining 68.3%.

### 1.2. Theories & Predictions

#### 1.2.1. MOND

If the observations of the last hundred years could be explained by a significant modification in the theories of nature, it would not be the first time. The motion of the planets in
Figure 1.5. Temperature power spectrum of the CMB taken from data from the Planck Collaboration as of February 2015. Vertical axis is given as $l(l+1)C_l/2\pi$ with $C_l$ defined from Equation 1.5 for different multiple moments $l$. Adapted from Ref. [25].
the night sky was once interpreted by a model of circular motion. The so-called Ptolemaic model was continuously modified to account for minor discrepancies, leading to a theory in which there were circles within circles (equants, epicycles, etc). The predictions were so good, however, that the model was not seriously challenged for nearly 1,300 years. In the 17th century, Johannes Kepler forever enlightened humanity with the knowledge of the ellipse, shattering the idea of circular motion of planets.

In the same spirit, many theorists and astronomers have tried to identify new models and theories to explain the observation of the “missing mass” without introducing new objects or particles. The most prevalent theory is referred to as Modified Newtonian Dynamics or MOND. In 1982, Mordehai Milgrom presented an adjustment to Newton’s second law \[ F = ma(a/a_o) \] 

\[ (1.6) \]

This equation reduces to the more familiar \( F = ma \) when \( a \ll a_o \sim 10^{-10}\text{m/s}^2 \). Though not intended to be a complete theory, this treatment of the second law did not conserve energy. However, it helped open the door on ways to modify mechanical theories to fit observation.

Other theories started by first modifying the Lagrangian of Newtonian mechanics, among them the AQUAdratic Lagrangian theory (AQUAL) [29], Relativistic AQUAL (RAQUAL) [30], and Tensor-Vector-Scalar gravity (TeVeS) [31], all authored by Jacob Berkenstein and Milgrom. The last of these (TeVeS) has proven to be the most realistic of all MOND theories, now being potentially compatible with galactic rotation curve, gravitational lensing, and CMB observations.

Difficulty remains, however, with galactic cluster observations. While reducing the overall amount of missing mass, TeVeS still requires a substantial amount of unobserved mass in the form of neutrinos. If neutrinos have a mass of \( \sim 1-2\text{ eV} \), TeVeS might still be a workable theory, but this pushes the masses near the Mainz-Troitsk upper bound of 2.3 eV for the electron antineutrino [32]. This limit will be measured by the KATRIN experiment [33] with
the fate of TeVeS potentially hanging in the balance, especially if the neutrino mass is found to be significantly less than 1 eV.

A greater challenge came with the observation of the Bullet Cluster in which one cluster appeared to have passed through another as shown in Fig. 1.6. In the wake of the merger, hot gas was detected from x-ray observations indicating the areas of greatest “normal” matter [34]. The cluster was also observed for gravitational lensing effects where the mass in the cluster enhanced the luminosity of background galaxies. The greatest lensing effect corresponds to the location of greatest mass and is illustrated by the blue highlighted regions in Fig. 1.6. There is a greater than 8σ significance spatial separation between the location of greatest mass and the location of greatest luminous mass. A theory of particle dark matter fits this observation well, where dark matter particles would pass through without interaction, whereas the hot plasma and gas would interact and emit Bremsstrahlung radiation.

1.2.2. Neutrinos

Neutrinos, of course, seem a likely candidate for dark matter. They interact only through gravitational and weak forces, making them invisible to astronomical observation except by lensing effects. With the exception of TeVeS, all theories that considered neutrinos as dark matter candidates required masses much higher than the previously mentioned current limit of \( \sim 2 \) eV, some even theorizing GeV scale masses [35, 36]. As discussed in Section 1.2, the neutrino mass will be explored by KATRIN, but whatever the result, neutrinos seem an unlikely candidate for dark matter.

1.2.3. MACHOs

More than 100 years ago, Kelvin theorized that perhaps the vast majority of stars in the Milky Way were either completely dark, or beyond the present ability to observe them [1]. In 1986, Bohdan Paczyński proposed a similar theory which extended the idea to include brown dwarfs, failed stars, and Jupiter-sized bodies moving freely throughout the galactic halo. He proposed that such objects could be indirectly detected by watching for microlensing
Figure 1.6. The Bullet Cluster image from Hubble with overlaid highlights. The pink highlights indicate the observed hot gas from Chandra, while blue highlights are correlated to the areas of greatest mass, determined from lensing effects. Credit: X-ray: NASA/CXC/M.Markevitch et al. Optical: NASA/STScI; Magellan/U.Arizona/D.Clowe et al. Lensing Map: NASA/STScI; ESO WFI; Magellan/U.Arizona/D.Clowe et al.
of stars in the Large Magellanic Cloud (LMC) [37]. Kim Griest later coined the phrase “Massive Astrophysical Compact Halo Object” (or MACHO) in his 1991 paper re-examining Paczyński’s work with updated models on the galactic halo [38].

The MACHO collaboration (among others) aimed to test the theory that the halo was comprised mostly of these dark objects. Under such an assumption, lensing events are expected for one out of every two million observed stars. After an observation period of 5.7 years covering 11.9 million stars in the LMC, the MACHO collaboration reported between 13 and 17 candidate lensing events [39]. Though the number of events observed was higher than predicted, the mass of each lensing object was low enough to set a predicted halo mass fraction of 20% for MACHOs. They claimed a 95% confidence interval of 8-50% of total mass being that coming from MACHOs.

Seven years later, the EROS collaboration (Expérience pour la Recherche d’Objets Sombres), also looking for MACHOs, reported on their 6.7 years of observation covering 33 million stars. Their upper limit was 8% for MACHO halo mass fraction [40]. While both collaborations produced significant advances in lensing astronomy, the results indicated that MACHOs could not alone solve the missing mass problem.

1.2.4. WIMPs

While some theories attempt to explain the missing mass with known objects or particles, others focus on entirely new particles outside the standard model of physics. One of the most studied theories has been the Weakly Interacting Massive Particle, or WIMP. Like neutrinos, WIMPs are expected to interact only via the weak and gravitational forces, but theories continue to vary as to the mass and probability of interaction with ordinary matter. There are, however, cosmological constraints to consider.

While considering the age, structure, and evolution of the universe, Gary Steigman and Michael Turner set limits on the masses and lifetimes of Weakly Interacting Massive Particles (WIMPs) in their 1985 paper [41]. Other considerations have included early abundances, freeze-out, annihilation cross sections and more [38,42,43] which have collectively contributed
to the Lambda Cold Dark Matter (ΛCDM) model, often referred to as the standard model of cosmology as it reasonably correlates with observations of the CMB, large scale structure of the universe, atomic abundances, and a flat, expanding universe.

1.2.4.1. The WIMP Miracle

During the radiation era, heavier and lighter particles were in thermodynamic equilibrium. Dark matter could self-annihilate to create standard model particles and vice versa. The reaction rate per unit particle $\Gamma$ is given by

$$\Gamma = n\sigma v$$

where $n$ is the number density of particles, $\sigma$ is the interaction cross section, and $v$ the relative velocity of the particles. As the universe continued to expand, $n$ decreased such that interactions occurred less frequently. Additionally, lighter particles no longer had the kinetic energy required to create heavier particles as emitted photons were more free to stream across the universe. Eventually, the particles are said to “freeze-out” with their comoving number density remaining relatively constant from that time on as illustrated in Fig. 1.7. This occurs when $\Gamma$ is equal to the Hubble rate [44]. The particle density at this point is called the relic density.

By using the Boltzmann equation with entropy conservation, the number density of particles over time can be estimated as

$$\frac{dn}{dt} = -3Hn - \langle\sigma_A v\rangle \left(n^2 - n_{eq}^2\right)$$

where $t$ is time, $H$ is the Hubble parameter, $\sigma_A$ is the effective annihilation cross section, and $n_{eq}$ is the equilibrium number density. The number density at freeze-out can be calculated by setting $n\langle\sigma_A v\rangle = H$ [46] yielding

$$n_f \sim \frac{T_f^2}{M_{Pl}\langle\sigma_A v\rangle}$$
Figure 1.7. A schematic of the comoving number density of a stable species as it evolves through the process of thermal freeze-out. The vertical arrows indicate increasing self-annihilation interaction cross sections $\langle \sigma_A v \rangle$ with dashed lines indicating associated freeze-out densities. Adapted from Ref. [45].
where $T_f$ is the freeze-out temperature and $M_{Pl}$ is the Planck mass ($\sim 1.2 \times 10^{19}$ GeV). The thermal relic density $\Omega_\chi$ is

$$\Omega_\chi = \frac{m_\chi T_0^3}{\rho_c M_{Pl} T_f} \frac{1}{\langle \sigma_A v \rangle}$$

where $m_\chi$ is the dark matter particle mass, $T_0$ is the present temperature, and $\rho_c$ is the critical density\(^4\). Importantly, the relic density is inversely proportional to the annihilation cross section which, for a weakly-interacting particle, can be written

$$\sigma_A v \propto \frac{g_{\text{weak}}^4}{m_\chi^2}$$

where $g_{\text{weak}} \sim 0.65$ is the weak interaction gauge coupling. With the relic density $\Omega_\chi$ being a function of $m_\chi$, one can inspect the ratio of relic density to that measured by the CMB ($\Omega_{DM} \sim 0.23$ is the CMB measured dark matter density). A band of allowable dark matter masses is illustrated in Fig. 1.8.

Given these assumptions, dark matter particles have mass between 100 GeV and 1 TeV if it comprises 100% of all dark matter. If the particle comprises only 10%, the mass falls between 30 and 300 GeV. This is the essence of the WIMP miracle: a stable weak-scale particle that adequately constitutes the dark matter density measured by the CMB.

\subsection*{1.2.4.2. Halo Model}

As discussed in Section 1.1.2, the rotation curves of galaxies indicated that the missing mass was present in large quantities outside of the core region of the galaxy, and was distributed spherically as opposed to the disc distribution of ordinary matter. This distribution is referred to as a three-dimensional halo around the galaxy, with the following predicted density function [47]

$$\rho(r) = \rho_0 \left(1 + \frac{r}{r_c}\right)^{-1}$$

\begin{equation}
(1.7)
\end{equation}

\(^4\)The critical density is the density of matter required for the universe to stop expanding but only after an infinite amount of time (i.e. the condition required for a “flat” universe).
Figure 1.8. The ratio of relic and current densities of dark matter versus the dark matter particle mass. The width of the band comes from varying parameters in the annihilation cross section.

where $\rho_0$ is the density at the core region of the galaxy, $r_c$ is the core radius, and $r$ is the distance from the center of the galaxy. While this is a commonly cited density function, there are other forms based on numerical simulation such as the Navarro-Frenk-White profile [48] or the Einasto profile [49] which better agree with data. In the solar neighborhood ($r \approx 25.8$ kpc from the center of the Milky Way), the local density is assumed to be $\rho \approx 0.3$ GeV/cm$^3$ and a mean WIMP velocity of $\sim 230$ km/s [50, 51].

1.2.4.3. Light Dark Matter

Years of attempts to directly detect WIMPs, there is still an absence of evidence of TeV-scale dark matter [52]. Recent focus has been given to dark matter particles with mass on the order of keV to GeV. Progress has been made in recent years supporting models for “light” dark matter that also gives the correct relic abundance in the universe [53–57]. For example, if dark matter is not a single particle but part of larger dark sector which includes
multiple particle species and mediators, it is simple to have sub-GeV masses and maintain the correct relic abundance [52, 58].

Dark matter may also exhibit the same particle-antiparticle asymmetry exhibited by ordinary matter. Given that the baryonic matter density is approximately on the order of dark matter, $\rho_{\text{baryon}} \sim 4.5\rho_{\text{DM}}$, an asymmetric dark matter model predicts that the number of dark matter particles is also on the order of baryonic matter, or $n_{\text{baryon}} \sim n_{\text{DM}}$. This gives $\Omega_{\text{DM}} \sim (m_{\text{DM}}/m_B)\Omega_B$. A dark matter particle of mass $m_{\text{DM}} \sim 5$ GeV fits the observed relic abundance model [59]. However, the model allows for masses from keV to GeV scales for varying mechanisms driving the asymmetry [60].

If dark matter interacts very feebly with standard model particles (i.e. a Feebly Interacting Massive Particle, or FIMP), it may never have been in thermal equilibrium in the early universe. Moreover, if standard model particles can annihilate or decay into dark matter, the dark matter abundance can “freeze-in” through this mechanism. Depending on couplings and interaction probabilities, this can fully account for the dark matter relic abundance [61].

Dark may also interact strongly with itself, but not ordinary matter. Such a particle, known as a Strongly Interacting Massive Particle (SIMP), may account for the correct relic abundance if there exists a process for which three SIMPs interact and form only two others [62]. These particles would have been in thermodynamic equilibrium in the early universe, and would be detectable today having sub-GeV scale masses [63].

1.3. WIMP Detection Methods

1.3.1. Direct Detection

In 1985, Mark Goodman and Edward Witten suggested that the experimental methods proposed to detect neutrino scattering [64] could also be employed for WIMP searches [65] as both particles interact with only the weak and gravitational forces. The detection relies on the following interaction

$$\chi + p \rightarrow \chi + p$$
where $\chi$ is the dark matter particle, and $p$ is a nucleon (proton or neutron). During this interaction, phonons and free charges are generated, both of which could be detected in terrestrial detectors.

Predicted values for the interaction cross section of WIMPs with nucleons have been greatly modified over the years in response to experimental measurements (Fig. 1.9). It is worth noting, however, the initial estimates Goodman and Witten put forward.

\[
\text{Evolution of the WIMP–Nucleon } \sigma_{\text{SI}}
\]

Figure 1.9. History and projected evolution with time of spin-independent WIMP-nucleon cross section limits for a 50 GeV WIMP. The shapes correspond to technologies: cryogenic solid state (blue circles), crystal detectors (purple squares), liquid argon (brown diamonds), liquid xenon (green triangles), and threshold detectors (orange inverted triangle). Below the yellow dashed line, WIMP sensitivity is limited by coherent neutrino-nucleus scattering. Reproduced from Ref. [66].

The initial rate estimates for coherent scattering of WIMPs off nuclei were 50-1,000 and less than 10,000 events per kg per day for WIMPs of 2 GeV/c$^2$ and 100 GeV/c$^2$ mass, respectively, with recoil energies of 10-100 keV for both cases. Spin-dependent interaction rates are approximately three orders of magnitude lower for the same masses. Additionally, the authors detail experimental methods that could be employed to directly detect these
interactions. This work, among others, helped pave the way to developing modern experimental techniques including the use of germanium and silicon detectors to probe interactions in the 10-100 keV recoil regime.

In 1996, J.D. Lewin and P.F. Smith published their seminal paper updating dark matter rate predictions in modern detectors [50]. They calculated that WIMPs of mass 10–10,000 GeV/\(c^2\) yield recoil energies in the 1–100 keV range. In 2004, Alexander Kurylov and Marc Kamionkowski published a detailed explanation of WIMP-nucleon interaction field theory, including calculations of cross sections and invariant amplitudes [67]. The event rate \(R\) for direct-detection experiments is given by

\[
\frac{dR}{dE_R} = \frac{\sigma_0 \rho_0}{2m_\chi \mu} F^2(E_R) \int_{v_{\text{min}}}^{\infty} \frac{f(v)}{v} dv
\]

(1.8)

where \(\sigma_0\) is the interaction cross section for zero momentum transfer, \(\rho_0\) is the local WIMP density, \(m_\chi\) is the mass of the WIMP, \(\mu\) is the reduced mass of a nucleus of mass \(m_N\) and a WIMP of mass \(m_\chi\), \(E_R\) is the nuclear recoil energy, \(F^2(E_R)\) is the nuclear form factor, \(v_{\text{min}} = \sqrt{E_R m_N/2\mu^2}\) (the minimum velocity to create a recoil of energy \(E_R\)), and \(f(v)\) is the WIMP velocity distribution relative to Earth.

Assuming the standard halo model predictions and a theoretical dark matter particle mass of 100 GeV, millions of particles pass through a disc the size of a DVD every second. However, the probability for interaction is so low (\(\sigma < 10^{-45} \text{ cm}^2\) for \(m_\chi = 100 \text{ GeV/}c^2\)) that modern predictions expect less than 1 event per year for a spin-independent interaction in 10 kg of germanium. Predicted event rates for various detector materials is illustrated in Fig. 1.10.

With such low predicted rates, it is clear that any detector with an energy sensitivity to 10-100 keV recoils needs to operate nearly background free. A direct detection experiment requires substantial shielding and excellent background rejection. Cosmic rays can be shielded against by placing an experiment deep underground. However, radiogenic impuri-
Figure 1.10. Predicted event rates found by integrating Eq. 1.8 for various detector elements at different minimum threshold energies, $E_{\text{thresh}}$. Here it is assumed that the dark matter particle mass is 100 GeV/$c^2$ and the interaction cross section is $10^{-45}$ cm$^2$. 
ties in materials and contamination from radon plate-out remain a concern. These will be discussed in greater detail in Chapters 5 and 7.

Despite these challenges, considerable work continues to be done to push the known limits of the mass and interaction probability of WIMPs, including a focus on sub-GeV mass candidates. These particles are more difficult to detect as instruments need to be sensitive to nuclear recoils as low as a few tens of eVs. Within a few more years, the parameter space will be pushed by more than an order of magnitude further by SuperCDMS SNOLAB (see Chapter 4 and Ref. [68]), among others [69–77].

1.3.2. Indirect Detection

Another method of detecting WIMPs may come from observation of the self-annihilation of dark matter particles [78,79]

\[ \chi + \chi \rightarrow p + p \]

where \( \chi \) represents a dark matter particle and \( p \) is either a gamma, neutrino or other particle as illustrated in Fig. 1.11. Dark matter may also decay:

\[ \chi \rightarrow p + p \]

These interactions are more likely to be observed in high dark matter density areas such as the centers of galaxies. Dwarf spheroid galaxies are particularly promising objects for observation as they are predicted to be high in dark matter density and low in other gamma emitting sources. The Fermi-LAT collaboration has set upper limits on the dark matter self-interaction cross section through observations of 25 dwarf spheroid galaxies [80], and observations of galaxy clusters [81].

The AMS detector, located in orbit around Earth, can directly detect cosmic rays [82]. If dark matter self-annihilates or decays into charged particles, it may explain any excess of positrons, anti-protons or gamma rays detected by the AMS detector [83]. Data from the AMS experiment has placed constraints on self-annihilating dark matter for candidates
with mass $M_{DM} \lesssim 100$ GeV [84]. Dark matter lifetimes have been constrained to greater than $10^{26}$ s for masses in the range of 400 MeV to $\sim 10^7$ GeV [85] by data from the AMS experiment [82, 86, 87], Fermi [88, 89], the Pierre Auger Observatory [90], KASCADE [91], and CASA-MIA [92].

Figure 1.11. Theorists have speculated that the strong gravitational effects caused by the presence of dark matter may mean these particles are very massive. If so, their self-annihilation would likely result in a signature visible in the gamma-ray regime. Adapted from Ref. [93].

1.3.3. Collider Searches

Particle colliders are able to probe all basic interactions of ordinary matter. Dark matter might be produced as another undetected by-product of the interaction of ordinary matter

$$p + p \rightarrow \chi + \chi + p' + p' + \ldots$$
where $p'$ indicates “ordinary” particles generated in the collision. Finding dark matter in collider data relies on searching for missing mass from an event. Colliders also have different systematic uncertainties and can provide complementarity to the field of direct and indirect searches.

More modern searches predict that dark matter interacts with the Higgs boson via a mediator (i.e. the Higgs portal) \[94\]. This can be probed in multiple ways including exotic Higgs decays \[95\]. Both ATLAS \[96\] and CMS \[97\] are actively searching for dark matter \[98–100\].

### 1.4. The SuperCDMS Collaboration

The Super Cryogenic Dark Matter Search (SuperCDMS) collaboration is searching for WIMPs via their elastic-scattering interactions with nuclei. The SuperCDMS Soudan experiment employed low-temperature Ge detectors and was located deep underground in the Soudan Underground Laboratory in Minnesota, USA \[101\]. The collaboration’s next generation experiment will be located at SNOLAB (Vale Inco Mine, Sudbury, Canada), a much deeper facility, and will begin operations in 2020. The experimental configuration and hardware for both experiments is detailed in Chapters 3 and 4.

The use of underground facilities provide shielding from cosmogenic events and as a result reduces background events. This increases the chances of having a positive identification of a WIMP or will allow much more stringent limits to be placed on the WIMP-nucleon interaction cross-section. Chapter 5 describes the cosmogenic and radiogenic background sources for these experiments.

#### 1.4.1. Recent Results from SuperCDMS Soudan

The SuperCDMS Soudan experiment operated in two distinct modes: the normal iZIP operation described in Section 3.1.3, and another mode called CDMSlite \[101, 102\]. Results from the former set an upper limit for the WIMP-nucleon interaction cross section: $\sigma \leq 1.4 \times 10^{-44}$ cm$^2$ for a WIMP of mass 46 GeV/c$^2$ \[103\] and is illustrated in Fig. 1.12.
This result was from a combined 1690 kg days of exposure at Soudan and set the strongest limit for WIMP-germanium-nucleus interactions for WIMP masses \( \geq 12 \text{ GeV}/c^2 \).

The CDMSlite mode involved a single detector at a bias voltage of 69 V on one side, and grounded on the other. The objective was to strongly amplify the phonon signal by taking advantage of the Neganov-Trofimov-Luke (NTL) effect: Charge carriers liberated from recoil events gain momentum from the applied electric field as they drift through the crystal. When the charge carriers collide with Ge atoms, energy is released in the form of additional phonons, thus amplifying the phonon signal [115, 116]. This resulted in a lower-mass reach than for standard iZIP operation as illustrated in Fig. 1.13.
Figure 1.12. The 90% confidence upper limit on the DM-nucleon cross section (solid black) based on a single observed event. The range of the pre-unblinding 68% (95%) most likely expected upper limits are shown as dark green (light green) bands. Closed contours shown are CDMS II Si [104] (solid gray, 90% C.L.) and DAMA/LIBRA [105] (dotted purple, 90% C.L.). The remaining 90% C.L. exclusion limits shown are, in order of increasing sensitivity at 25 GeV/c², CRESST (CR) [77], CDMSlite Run 2 (lite) [106], EDELWEISS (EW) [107], SuperCDMS Soudan low threshold (SCLT) [108], DarkSide (DS) [109], PICO-60 (P60) [71], EDELWEISS low mass (EWLT) [110], CDMS II Ge alone (CDII) [111] as well as a combined limit with this result (COM), PandaX-II (PX) [112], LUX (LUX) [113], and XENON1T (Xe) [114]. Adapted from Ref. [103]
Figure 1.13. Spin-independent WIMP-nucleon cross section 90\% upper limits from CDMSlite Run 1 (red dotted curve with red uncertainty band) [108] and Run 2 (black solid curve with orange uncertainty band) [106] compared to the other (more recent) most sensitive results in this mass region: CRESST-II (magenta dashed curve) [77], which is more sensitive than CDMSlite Run 2 for $m_{\text{WIMP}} < 1.7 \text{ GeV}/c^2$, and PandaX-II (green dot-dashed curve) [112], which is more sensitive than CDMSlite Run 2 for $m_{\text{WIMP}} > 4 \text{ GeV}/c^2$. The Run 1 uncertainty band gives the conservative bounding values due to the systematic uncertainty in the nuclear-recoil energy scale. The Run 2 band additionally accounts for the uncertainty on the analysis efficiency and gives the 95\% uncertainty on the limit. Adapted from Ref. [102]
Chapter 2
Defect Formation in Solid State Detectors

As WIMPs do not interact via the electromagnetic force, nuclear recoils with atoms in solid state detectors are of primary interest. When an incident particle scatters off atomic nuclei in a crystal, there exists the possibility that the primary knocked-on atom (PKA) will have enough kinetic energy to leave its lattice site creating a vacancy. The PKA can carry enough kinetic energy that it recoils from multiple atoms. Each knocked-on atom may leave its site with enough energy to create further dislocations.

Energy is released during defect formation in the form of phonons and ionization. Ionization related to recoil energies $\gtrsim 10$ keV can be modeled by standard Lindhard theory [117]. This theory, however, overestimates ionization below this point when compared to data [118, 119]. As solid state direct detection experiments begin to search for sub-GeV WIMP candidates, the ionization process from sub-keV nuclear recoils and associated defect formation become a key area of interest.

2.1. Frenkel Defects

The energy required for dislocation is dependent on the bond strength of the crystal and the direction of the recoiling nuclei. If a displaced atom remains elsewhere in the crystal, it is referred to as an interstitial atom. The combination of the interstitial atom and the vacancy are referred to as a Frenkel pair [120] and is illustrated in Fig. 2.1.

The interstitial atom occupies a site that has a higher potential energy than a normal lattice site, but is still a local potential well. In a diamond lattice crystal such as Ge or Si, the conventional lattice is viewed as a face-centered cubic lattice with four additional basis atoms in the tetrahedral positions as illustrated in Fig. 2.2. An interstitial atom can
Figure 2.1. A Frenkel pair is the combination of a vacancy and an interstitial atom in a crystal. The interstitial atom occupies a non-lattice site.

be visualized as being located in what would otherwise be a tetrahedral site if the view was rotated 90 degrees.

The probability of creating a Frenkel defect is dependent on the energy of an incoming particle, the atomic numbers of each atom, and the mass of each atom. Consider the incoming atom as having mass $m_1$ and the target atom, which is at rest in the lab frame, as having mass $m_2$. The atomic numbers are $Z_1$ and $Z_2$ respectively. The incoming atom’s energy and momentum as measured in the lab frame are $E_1$ and $p_1$ respectively.

When computing the interaction cross section, it is useful to introduce an “effective particle” whose mass ($\mu_r$) and momentum ($p_r$) are defined as

$$\mu_r = \frac{m_1 m_2 c^2}{E_{cm}}$$  \hspace{1cm} (2.1) \\
$$p_r = p_1 \frac{m_2 c^2}{E_{cm}}$$  \hspace{1cm} (2.2) \\

with $E_{cm}$ taken as the center of mass energy of the system

$$E_{cm} = \sqrt{(m_1 c^2)^2 + (m_2 c^2)^2 + 2E_1 m_2 c^2}$$  \hspace{1cm} (2.3)
Figure 2.2. The conventional diamond lattice is composed of a face-centered cubic lattice (blue spheres) with four atoms in the tetrahedral positions (green or red spheres depending on orientation). Black lines are visible as posts to clarify atoms at a tetrahedral position. An interstitial atom would occupy a fifth tetrahedral position akin to four green atoms plus one red atom or vice-versa.
The effective particle’s velocity \((v_r)\) is then

\[
v_r = \frac{1}{\sqrt{1 + \left(\frac{\mu e c}{p_r}\right)^2}}
\] (2.4)

The cross section can be computed as a modified form of Wentzel’s cross section \([121,122]\)

\[
\frac{d\sigma(\theta_r)}{d\Omega} = \left(\frac{Z_1 Z_2 e^2}{p_r c u_r}\right)^2 \frac{1}{(2A_s + 1 - \cos \theta_r)^2}
\] (2.5)

with \(\theta_r\) the scattering angle of the effective particle in the lab frame, and \(A_s\) the screening coefficient as defined in Eq. (6.73) in Ref. [121]. The kinetic energy \((T)\) of the PKA is

\[
T = m_2 c^2 \left(\frac{p_1 c}{E_{cm}}\right)^2 (1 - \cos \theta_r)
\] (2.6)

It is this final energy, \(T\), that must cross the displacement energy threshold \((E_d)\) in order to create a defect. It can take any value from \(E_d\) to the maximum energy of the incoming atom, \(T_{max}\). The total energy loss to defects can be calculated using the Wentzel-Moliere differential cross-section \(\sigma^{WM}(T)\) (see Eq. 6.75 in Ref. [121]) and the Lindhard partition function \(L(T)\) \([123]\) as

\[
-dE_{dx} = n_A \int_{E_d}^{T_{max}} TL(T) \frac{d\sigma^{WM}(T)}{dT} dT
\] (2.7)

where \(n_A\) is the number of atoms per unit volume. The non-ionizing energy loss scales with the mass of the particle as shown in Fig. 2.3.

2.2. Angular Dependence

The defect formation energies discussed thus far involved single defects, or the total energy lost from many defects. More explicitly, it is the average energy. The defect threshold energy, \(E_d\), depends strongly on the angle of the recoiling nucleus. For example, in silicon, the defect
Figure 2.3. Non-ionizing energy loss (NIEL, Equation 2.7) in MeV·cm²·g⁻¹ calculated for silicon is shown as a function of the kinetic energy per nucleon from 50 keV/nucleon up 100 TeV/nucleon for protons, α-particles and $^{11}$B, $^{12}$C, $^{28}$Si, $^{56}$Fe, $^{115}$In, and $^{208}$Pb nuclei. The threshold displacement energy for Si is $\sim 24$ eV [124]. Adapted from Ref. [121].

formation energy in the $\langle 111 \rangle$ direction is $\sim 12.5$ eV while the $\langle 100 \rangle$ exhibits a minimum of $\sim 20$ eV [124]. The average defect formation energy over all directions is $\sim 24$ eV.

To determine displacement threshold energies, molecular dynamics simulations are employed that simulate shooting a particle at an atom in a lattice repeatedly with increasing energy until a stable defect is formed. These simulations are carried out over many directions until sufficient fineness is achieved to model an angular dependence on the displacement threshold energy, $E_d(\theta, \phi)$. Such simulations are computationally costly and typically involve crystals with atoms numbering only in the thousands, a potential trade-off of speed versus fineness of the determined values for $E_d(\theta, \phi)$. The average displacement threshold energy [125] over all angles is then

$$E^\text{avg}_d = \frac{\int_0^{\pi} \int_0^{2\pi} E_d(\theta, \phi) \sin \theta d\theta d\phi}{\int_0^{\pi} \int_0^{2\pi} \sin \theta d\theta d\phi}$$  \hspace{1cm} (2.8)
The average energy as described in Equation 2.8 uses a lower-limit of the displacement threshold energy, $E_d^{avg}$ [126]. When determining the displacement threshold energy from experiment, as opposed to simulation, it is $E_d^{avg}$ that is measured. From this, one can also check and perform a fit of the chosen potential energy formulation. For example, the Stillinger-Weber potential [127] is used to model the total potential energy of the diamond lattice (useful for carbon, silicon, or germanium)

$$U_{tot} = \epsilon \left[ \sum_{i<j} f_2(r_{ij}/\sigma) + \sum_{i\neq j \neq k} f_3(r_{ij}/\sigma, r_{ik}/\sigma, \theta_{ijk}) \right]$$

$$f_2(r) = \begin{cases} A (Br^{-p} - r^{-q}) \exp \left[ (r - a)^{-1} \right], r < a \\ 0, r \geq a \end{cases}$$ (2.9)

$$f_3(r_{ij}, r_{ik}, \theta_{ijk}) = \lambda \left( \cos \theta_{ijk} + \frac{1}{3} \right)^2 \exp \left( \frac{\gamma}{r_{ij} - a} \right) \times \exp \left( \frac{\gamma}{r_{ik} - a} \right)$$

where $U_{tot}$ is the combination of two-body and three-body functions, $f_2(r)$ and $f_3(r)$. The term $r_{ij}$ is the distance between two atoms $i$ and $j$, and $\theta_{ijk}$ is the angle formed between atoms $i$, $j$ and $k$. The remaining nine terms ($\epsilon, \sigma, A, B, p, q, a, \lambda, \gamma$) are the floating parameters (see Table 1 of Ref. [128] for an example parameterization). This potential is commonly used for diamond lattice calculations as it takes into account the bond angles which is especially useful for simulation of the tetrahedral bonds.

Working backwards from an experimentally determined value for $E_d^{avg}$, it is possible to fit parameters to Equation 2.9. To improve precision, it is useful to increase the cut-off parameter $a$. This cut-off value effectively discards contributions of atoms further than $a$ to the potential energy calculation. Lowering $a$ speeds up simulations which is useful when very high precision is not anticipated to be required. Increasing $a$ allows for more realistic modeling of the crystal which is useful when higher precision is required or when simulating processes in which atoms move closer and further away (such as defect formation). Increasing
the cut-off value, however, comes at significant computational cost that is proportional to $a^3$. Thus a fast algorithm needs to be employed, such as that found in Ref. [129].

With potential fitted to an experimentally determined value for $E_{d}^{\text{avg}}$, it is possible to perform more accurate simulations of the angular dependence of defect formation, or to determine $E_{d}^{l}(\theta, \phi)$. This result is useful for a proposed directional search for light dark matter [130] which depends on a strong understanding of the angular dependence of defect formation.

2.3. Prior Ge Threshold Value Calculations

Several past studies attempted to calculate the threshold value for displacing a Ge atom from its lattice site. Displacement threshold values from these studies have varied from seven to 30 eV as illustrated in Fig. 2.4. Early studies did not consider isotopic composition of the crystal, and some studies relied on data from electron beam experiments where the beam itself strongly encouraged the re-combination of vacancies from interstitials thus affecting the outcome. Oxygen contamination in crystals plagued attempts at determining formation enthalpies of vacancies and interstitials. Despite all this, some attempts were made to simulate or theoretically calculate the displacement threshold value. These results are summarized in Table 2.1.
Figure 2.4. Germanium displacement values calculated throughout the years. Blue and red points indicate theory and molecular dynamics calculates, respectively. The exact years, values, and associated references are listed in Table 2.1.

Table 2.1. Values from various studies since 1952 which have calculated the displacement threshold value for Ge. Uncertainties (or the lack thereof) are taken directly from the references.

<table>
<thead>
<tr>
<th>Year</th>
<th>Value (eV)</th>
<th>Type</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1952</td>
<td>31</td>
<td>Exp.</td>
<td>[131]</td>
</tr>
<tr>
<td>1954</td>
<td>7 – 15</td>
<td>Theory</td>
<td>[132]</td>
</tr>
<tr>
<td>1956</td>
<td>22</td>
<td>Theory</td>
<td>[133]</td>
</tr>
<tr>
<td>1977</td>
<td>30</td>
<td>Theory</td>
<td>[134]</td>
</tr>
<tr>
<td>1986</td>
<td>25</td>
<td>MD</td>
<td>[135]</td>
</tr>
<tr>
<td>1992</td>
<td>20 – 30</td>
<td>MD</td>
<td>[136]</td>
</tr>
<tr>
<td>1998</td>
<td>13</td>
<td>MD</td>
<td>[137]</td>
</tr>
<tr>
<td>2002</td>
<td>18</td>
<td>MD</td>
<td>[138]</td>
</tr>
<tr>
<td>2010</td>
<td>23 ± 5</td>
<td>MD</td>
<td>[139]</td>
</tr>
</tbody>
</table>
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Chapter 3
SuperCDMS Soudan

The SuperCDMS Soudan experiment was a dark matter direct detection experiment located in the Soudan Underground Laboratory in Soudan, MN [140]. The lab continues to be operated by the University of Minnesota and the SuperCDMS experiment was located in one of two excavated caverns. At 780 m underground, the experiment benefited from 2090 meters water equivalent (MWE) of rock overburden. This reduced the cosmic muon flux by a factor of $\sim 5 \times 10^4$ relative to the surface.

Fifteen Ge detectors were employed to search for WIMP-nucleon scattering events with energies from a few keV to tens of keV. The detectors gathered both phonon and ionization signals making it possible to distinguish electron from nuclear recoils giving the experiment significant background rejection capabilities [141]. Operations began in March 2012 and the experiment was decommissioned in December 2015.

3.1. Experimental Hardware

3.1.1. Shielding & Veto

To decrease the overall background rate, the SuperCDMS Soudan experiment used multiple layers of passive shielding plus an active muon veto. Background sources included neutrons caused by cosmic muon interactions with the shield and cavern materials, gamma rays and neutrons from U- and Th-chain products (also found in the cavern and experimental equipment), and alpha, beta and photon sources on the detector-facing equipment (see Chapter 5 for a detailed explanation of all background sources, their rates, and associated features).
Multiple shield layers were used: a 40-cm-thick cylindrical outer layer of polyethylene, a 22.5-cm-thick layer of lead, the innermost 4.5 cm being of ancient lead for its low $^{210}\text{Pb}$ activity\footnote{This lead was recovered from a sunken ship ballast near Nantes, France, and purchased from Lemer Pax, Protection Anti-X, 3 Rue de l'Europe, Zone Industrielle, F-44470 CARQUEFOU - FRANCE. [140]}, and a further inner 10-cm-thick layer of polyethylene. The shield design is depicted in Fig. 3.1. The combined layers worked to shield against gammas and slow neutrons below the analysis energy threshold.

Surrounding the outer polyethylene layer was the active muon veto which was comprised of 40 scintillator panels, each a 5 cm thick slab of Bicron BC-408 plastic. They were arranged so that they overlap and disallowed any direct line of sight to the detectors. Each panel was connected to one or two 2-inch Hamamatsu R329-02 photomultiplier tubes. The veto system could distinguish between muons and radiogenic photons as minimally ionizing muons typically deposited 10 MeV while the highest radiogenic source would deposit up to 2.6 MeV. Additionally, an event triggered coincidentally in multiple panels was an efficient way to distinguish muon events. The \textit{in situ} measured efficiency of the veto system was 99.4\%±0.2\% for stopped muons, and 99.98\%±0.02\% for through-going muons with precision limited by the low muon event rate. The average event rate in the veto system was 600 events per second, which was dominated by ambient gammas. The muon rate was approximately one per minute.

3.1.2. Infrastructure

The SuperCDMS Soudan experiment utilized the infrastructure from CDMS II [140]: a cryostat surrounded by passive shielding and an active muon veto. The cryostat, or "icebox," comprised six concentric cylindrical cans in the center of the apparatus, the innermost being maintained at ∼50 mK by an Oxford Instruments Kelvinox 400-S dilution refrigerator [142]. The cans were made of oxygen free, high thermal conductivity (OFHC) copper and provided an average of 3 cm of additional shielding. The dilution refrigerator was coupled to each can through five nested copper tubes and a central, solid cold finger. This is referred to
Figure 3.1. Top view and side view of the SuperCDMS shielding and veto. The detector volume is referred to as the icebox. As shown, the stem to the right of the detector volume is the cold stem and connects the detectors and the copper cans to the cryostat. The stem to the left of the detector volume is the electronics stem and contains the wiring that connects the cold electronics to the room-temperature electronics. Adapted from Ref. [140]
as the “cold-stem” or “c-stem” (Fig. 3.2). The solid finger connected to the innermost can which is 30 cm in diameter and 30 cm high. Opposite the c-stem was the electronics stem, or “e-stem,” which carried striplines connecting the detector hardware to the room-temperature readout electronics outside the icebox. A 2 mm mu-metal shield surrounded the entire icebox and shielded the cold hardware from outside magnetic fields.

Figure 3.2. Top-side of the SuperCDMS shielding and veto system. Blue and white panels are the scintillator panels and photomultiplier tubes, respectively. The lead and polyethylene shields are drawn as gray and green areas, with the inner ancient lead indicated by a lighter shade of gray. The c-stem and e-stem indicate where the dilution refrigerator and electronics connect to the innermost can.

The entire apparatus (icebox, passive shields, and muon veto) was housed in an RF-shielded enclosure, known as the RF-room. This room was measured as better than a Class 1,000 cleanroom when unoccupied, and a Class 10,000 cleanroom during working hours.
3.1.3. iZIP Detectors

A total of 15 instrumented Z-sensitive Ionization- and Phonon-mediated (iZIP) germanium detectors were used in the operation of the SuperCDMS Soudan experiment. The detectors were arranged in five towers of three detectors as shown in Fig. 3.3. Each detector was 76 mm in diameter and 25 mm high, and was named according to its tower and location: TXY, where X indicates the tower number (1-5) and Y indicates the detector number within that tower (1-3). The detectors were numbered top-to-bottom, so T3Z1 would indicate the topmost detector in Tower 3.

Ionization and phonons arise from the elastic scattering of particles off the Ge atoms in the cryogenically cooled crystal. On both faces of the crystal were interleaved ionization and grounded phonon electrodes as illustrated in Fig. 3.4. The ionization channels were biased at +2 V and −2 V on the top and bottom faces, respectively, creating a relatively uniform electric field (∼0.5 V/cm) throughout the bulk of the crystal. Ionization measurements were made by drifting electrons and electron-holes through this field to the top and bottom faces of the detector. Phonon measurements were made using the advanced athermal phonon sensor technology developed for CDMS II [143]. When athermal phonons reached the surface of the detector and interacted with superconducting aluminum electrodes, they broke Cooper pairs to form quasiparticles. These quasiparticles diffused into tungsten Transition Edge Sensors (TES) that operated at their transition temperature (Fig. 3.5). This increased the temperature of the tungsten and thus its resistance. The change in current in the TES was detected through the use of SQUID amplifiers.

Events that occurred within ∼1 mm of the surface liberated electrons and electron-holes that drifted only to one detector face. This was due to the asymmetry of the electric field near the surface, illustrated in Fig. 3.4(b). Additionally, the increased strength of the electric field at the surface improved charge collection for such events. The asymmetry in charge collection is a robust method for discriminating surface from bulk events, fiducializing the detector volume.
Figure 3.3. Top: Top view of the towers as placed in the icebox. Bottom: An exploded view of the arrangement of the SuperCDMS germanium detectors. The labels above each tower indicate the tower name (i.e. IT3 is iZIP Tower 3). The numbers on each detector indicate the detector number ranging from 1 to 15 (i.e. 1107 is detector seven). The gray labels on each detector were a secondary internal labeling scheme (i.e. G48 indicated germanium detector 48, but is identical to 1107).
Figure 3.4. (a) Phonon and ionization sensor layout for iZIP detectors deployed at Soudan. The Ge crystal is 76 mm in diameter and 25 mm thick. Both faces are instrumented with ionization lines (one face with +2 V and the other with −2 V) that are interleaved with phonon sensors (0 V) on a ∼1 mm pitch. The phonon sensors are arranged to give four phonon readout channels for each face, an outer sensor surrounding three inner ones. (b) Magnified cross section view of electric field lines (red) and equipotential contours (blue) near the bottom face of a SuperCDMS iZIP detector. The −2 V ionization electrode lines (yellow dots) are narrower than the 0 V athermal phonon collection sensors (green rectangles). (c) Fabricated iZIP detector in its housing. Adapted from Ref. [141].

Figure 3.5. Athermal phonons in the detector (blue mass at bottom) propagate to the surface and break cooper pairs in the aluminum electrodes, creating quasiparticles. These quasiparticles diffuse into the TES, raising the temperature and resistance of the tungsten.
The charge electrodes on the detector faces were split into two channels: an inner circular area, and an outer guard ring. There were also four phonon channels: three channels in the inner area of the detector and an outer channel as illustrated in Fig. 3.6. By comparing energy collection in these channels, and the ratios of inner and outer channels, it is possible to reject events that occurred near the sidewalls of the detector, further fiducializing the detector.

Figure 3.6. The four phonon channels on each detector face labeled A, B, C and D. The outer charge channel covered the same area as the outer phonon channel, with the other charge channel covering all of the inner area.

The detectors provided the ability to discriminate nuclear recoils (NR) from electron recoils (ER) by comparing the ratio of ionization to phonon energy or “ionization yield.” Gammas from a $^{133}$Ba source were used to define the ER band, and neutrons from a $^{252}$Cf source were used to define the nuclear-recoil band. The ionization yield of ER events was normalized to 1 with nuclear recoil events falling around 0.3 as illustrated in Fig. 3.7.

Electrons that interacted at the surface of the detector may have suffered from lower charge collection and thus lower yield, but phonon timing information was used for discriminating criteria as these phonons arrived faster than those in the bulk. By discriminating
events in this way, less than one electron recoil appeared in the nuclear recoil band for every 1×10^6 events in the bulk of the detector [141].

To provide additional surface event rejection statistics, ^{210}\text{Pb} sources were installed adjacent to two detectors [141]. The ^{206}\text{Pb} recoil band can be clearly seen in the right panel of Fig. 3.7 with a yield around 0.3, while surface betas have a yield around 0.7. The ^{210}\text{Pb} decay chain and detector response to these events is covered in much greater detail in Chapter 9.

![Figure 3.7. Left: The analysis region is the nuclear recoil band defined using neutrons emitted from ^{252}\text{Cf}. The electron recoil band is calibrated with gammas from a ^{133}\text{Ba} source. Right: Data from one SuperCDMS detector with an adjacent ^{210}\text{Pb} source. Red points indicate events that were rejected by a symmetry cut, and blue events pass the symmetry cut. The low-yield, red events are ^{206}\text{Pb} recoils impacting the detector face. One can see two “near-misses” where a likely ^{206}\text{Pb} atom passed the symmetry discrimination and had yield values that almost put it in the WIMP-search region.](image)

3.2. Data Acquisition & Processing

The charge and phonon information was transmitted via the data acquisition (DAQ) electronics system which consisted of both “cold” and “warm” electronics. The cold electronics, situated within the icebox, included detector interface boards attached to the sides of the detectors and are shown in Fig. 3.8. The charge and phonon information was transferred to
the top of each tower, to the field effect transistors (FETs), and to the SQUID amplifiers, respectively. Striplines then carried the amplified signals to the “warm” electronics system (room-temperature in the RF Room) through the e-stem.

![Detector Interface Board (DIB)](image)

**Figure 3.8.** The detector interface board (DIB), that was attached to the sides of the Ge detectors. Charge and phonon information collected from the surfaces would pass through these boards and eventually to the top of the tower to the SQUID amplifiers.

The warm electronics performed an initial quality check on the data and decided which events to record. Fast waveform analyzers (ADCs) monitored the analog signals. Whenever an event surpassed the trigger threshold which was set independently for each detector, the DAQ recorded and monitored both detector and veto signals, namely the trace-time information. This information was stored on-site and later transmitted to Fermilab for further processing.

The stored raw data was processed into “reduced quantities” (RQs) and “rational reduced quantities” (RRQs) [140] using a software package called cdmsbats. BatRoot, a part of cdmsbats, created the RQs which included values like unique event numbers, time since the
start of the event, and the trace-time information for charge and phonon pulses for each channel. BatRoot used noise traces that are randomly selected traces (i.e. not associated with an event trigger) and a pulse template to generate the RQs (Fig. 3.9). These RQs were not calibrated quantities, but were used in the production of the RRQs that themselves are calibrated quantities with units. The 356 keV line from a $^{133}$Ba source was used to calibrate the ionization energy scale. A software program called BatCalib used this information to generate the RRQs (Fig. 3.10). This information was collectively stored in a ROOT [144] file for later analysis.

Figure 3.9. Sample total phonon pulse from raw data. The pulse stands out sharply against any noise which is visible in the blue curve. An average pulse shape is shown by the dashed yellow curve.

It is useful to select events with specific criteria for a given analysis, and thus specific RQ and RRQ values. The process of excluding unwanted events will hereafter be referred to as a “cut.” These cuts can be made to exclude or select events with a simultaneous veto trigger, events during calibration runs (i.e. with a $^{133}$Ba or $^{252}$Cf source installed), events with multiple triggers in multiple detectors, and so on. All this information is available in the ROOT files stored as RQs and RRQs. This makes it possible to quickly select events...
Figure 3.10. The CDMS data processing pipeline.
of interest for analysis such as events in the bulk with good charge and phonon symmetry, charge collection away from the guard channels, not during a calibration run, in the nuclear recoil band, and with a particular recoil energy. Additional details on data, cuts, and their usage is available in Appendix A.
Chapter 4
SuperCDMS SNOLAB

The next generation SuperCDMS experiment has been selected by the Department of Energy and the National Science Foundation to improve current WIMP-search results by at least one order of magnitude for masses $\leq 10 \text{ GeV}/c^2$ [68]. The experiment will utilize cryogenic detectors operating in two different modes and with two target materials. The iZIP mode will benefit from strong electron and nuclear recoil discrimination and of the two modes will have the best sensitivity to masses $\gtrsim 5 \text{ GeV}/c^2$. The second mode utilizes a high-voltage (HV) design with greater sensitivity to masses $\lesssim 5 \text{ GeV}/c^2$. Germanium and silicon detectors will be deployed in both modes.

The experimental site will be located in the ladder lab drift of SNOLAB [145], a Class 2000 clean room laboratory 6,800 feet below the surface in Lively, Ontario, Canada. The norite overburden provides 6,010 MWE of shielding leading to a cosmic muon flux of $0.27 \text{ muons/m}^2/\text{day}$ [146], a factor of $\sim 320x$ less than the Soudan Underground Laboratory. The experiment is scheduled to begin science operations in 2020.

4.1. Infrastructure and Shielding

The SuperCDMS SNOLAB experiment will use a dilution refrigerator that utilizes cryocoolers to maintain detector temperatures of 15–30 mK [68]. The detectors will be housed in the innermost of six concentric copper cans with cold and electronics stems providing thermal and readout electronic connections. The copper cans will be surrounded by a 40 cm layer of polyethylene, which is surrounded by a 20 cm layer of lead. Sixty cm of water shielding will surround the upper and sidewall areas while 60 cm of polyethylene will be located underneath the ensemble as illustrated in Fig. 4.1.
Figure 4.1. A schematic of the experiment shield and cryostat layers. The assembly rests on top of a seismic platform to provide isolation from seismic events. The outer water tanks provide protection from cavern neutrons. A gamma shield protects from external gamma-rays and the inner polyethylene layers serve to absorb radiogenic neutrons emitted from the cryostat and gamma shield.
These layers were specifically chosen for their ability to reduce radiogenic backgrounds in the cavern [147, 148]. The water shielding will reduce the estimated neutron flux by five orders of magnitude, and the lead shielding will reduce the estimated gamma flux by six orders of magnitude. The innermost polyethylene layer will shield against secondary neutrons from spallation as well as gamma rays and neutrons from radio-impurities in the cryostat and lead shield.

4.2. SuperCDMS SNOLAB Detectors

The experiment will exhibit improvements to the detector payload and associated technology. Both Ge and Si detectors will be employed, each with diameter of 100 mm and thickness of 33.3 mm. The mass of each detector will be 1.39 and 0.61 kg, respectively.

The iZIP design is an improvement upon that used by SuperCDMS Soudan with four phonon and two ionization channels on each detector face as illustrated by Fig. 4.2. The ionization channels will be biased at 6 and 8 V for Ge and Si detectors, respectively, while the phonon channels are grounded. The iZIPS’s ability to discriminate nuclear and electron recoils indicates they can operate in a nearly background-free mode, and will have better sensitivity to WIMP masses $\gtrsim 5 \text{ GeV}/c^2$.

The HV detectors are designed to have better sensitivity to masses $\lesssim 5 \text{ GeV}/c^2$. These detectors have six phonon channels per side with no ionization channels. The phonon channels can be biased up to 100 V creating a much stronger electric field in the crystal than the iZIP detectors. This bias makes it possible to take advantage of the Luke-Neganov effect [149, 150] which amplifies the phonon signal. The amplification can boost the signal of low-energy events above the operating threshold extending the sensitivity of the HV detectors to lower masses.

Unlike the iZIP detectors, the HV detectors cannot distinguish electron recoils (ER) from nuclear recoils (NR) and so these detectors will be dominated by ER backgrounds. The Luke-Neganov effect, however, has greater amplification for ER vs NR events due to the
Figure 4.2. Channel layout for the HV (top) and iZIP (bottom) detectors. The HV detector has six phonon channels on each side, arranged as an inner “core,” surrounded by three wedge shaped channels and two outer rings designed to reject events near the edge. Each channel contains hundreds of lithographically defined superconducting sensors. The wedge channels on the bottom surface are rotated by $60^\circ$ with respect to those on the top. The interleaved Z-sensitive Ionization Phonon (iZIP) detector also has six phonon channels on each side, arranged as an inner core, surrounded by four wedge shaped channels and one outer ring. An “outer” ionization channel shares the same area and is interleaved with the outermost phonon ring, and an “inner” ionization channel is interleaved with the remaining phonon channels. The wedge channels on the bottom surface are rotated by $45^\circ$ with respect to those on the top surface. Adapted from Ref. [68]
higher ionization yield. This pushes low-energy ER backgrounds to higher energies reducing the overall low-energy background rate [151].

4.3. Operation and Projected Sensitivity

There will be 10(2) iZIP and 8(4) HV detectors for Ge(Si) leading to a total exposure of 114.4 kg days for the five years of operation, assuming 80% live-time. These detectors will be deployed in four towers of six detectors each. While the experiment can be upgraded to include 31 towers, the initial four towers will be offset from the line-of-sight of the cold and electronics stems as illustrated in Fig. 4.3. Simulations indicate that this will reduce ER backgrounds by at least a factor of two, and the compact design improves the efficiency of rejecting events with scatters in multiple detectors.

The initial design will have sensitivity to nuclear recoil cross sections $\sim 1 \times 10^{-43}$ cm$^2$ for a dark matter particle mass of 1 GeV/$c^2$. Figure 4.4 shows the projected sensitivity for each detector type at the 90% confidence level. The low-mass reach is strongly affected by the detector analysis threshold which, if lowered, will extend the sensitivity towards even lower masses.
Figure 4.3. Detector tower layout inside the innermost copper can. The initial four-tower payload will be located in the blue positions. The line-of-sight exiting the cold stem is indicated by blue lines.
Figure 4.4. Projected exclusion sensitivity for the SuperCDMS SNOLAB direct detection dark matter experiment. The vertical axis is the spin-independent WIMP-nucleon cross section under standard halo assumptions [50], and the horizontal axis is the WIMP mass, where WIMP is used to mean any low-mass particle dark matter candidate. The blue and red dashed curves represent the expected sensitivities for Ge and Si operating in both iZIP and HV modes. The solid lines are the current experimental exclusion limits in the low-mass region, from the CRESST-II [77], SuperCDMS [108, 152] and LUX [75] experiments. The dotted orange line is the dark matter discovery limit from Ref. [153], which represents the cross section at which the interaction rate from dark matter particles becomes comparable to the solar neutrino coherent elastic scattering rate. Adapted from Ref. [68].
Part II

Backgrounds & Simulations
Chapter 5
SuperCDMS Backgrounds

Constant background radiation can come from, among other things, naturally occurring radioactive isotopes in materials, airborne radon, and cosmic rays. With the extremely low event rates predicted for the SuperCDMS experiments described in Section 1.2.4, and with the sensitivity goals of the experiments described in Chapters 3 and 4, understanding and controlling backgrounds is of high importance, particularly for neutrons in iZIP detectors and electron recoil backgrounds in the HV detectors.

5.1. Cosmogenic Background Sources

The Earth is constantly bombarded by cosmic rays which include electrons, protons, alpha particles and heavier nuclei [154]. The energy of a cosmic ray can be very high (up to $10^{20}$ eV) and the production methods are not yet fully understood [155]. Primary cosmic rays can interact with atmospheric molecules creating particle showers of secondary cosmic rays, most of which are muons. Regardless of whether a particle is a primary or secondary cosmic ray, it has great penetrating power making surface-based rare-event searches impractical, even with substantial shielding.

Common among dark matter direct detection experiments is the fact that they are nearly all placed deep underground in mines or underneath mountains as illustrated in Fig. 5.1. Such locations provide substantial shielding and very few cosmic muons are able to penetrate the rock overburden. Stemming from the fact that water is an efficient cosmic ray shield [156], it is more common to quote the shielding power of the rock overburden in “meters water equivalent” or MWE. This unit also accounts for differences in the composition of the overburden making it a better proxy for shielding efficiency as compared to depth alone.
Figure 5.1. A selection of dark matter experiment locations and relative lab sizes. The total muon flux measured for the various underground sites is shown as a function of the equivalent vertical depth relative to a flat overburden. The smooth curve is a global fit function to those data taken from sites with flat overburden. Adapted from Ref. [157]
The dramatic reduction in total muon flux makes deeper experiment locations most favorable. The CDMS collaboration determined that $\gtrsim 5,000$ MWE of overburden is required to push WIMP-nucleon interaction sensitivities to $\sigma \sim 10^{-46}\text{cm}^{-2}$ or lower for a WIMP mass of 100 GeV/c$^2$ [158].

SNOLAB is located 2 km ($\sim 6,800$ ft) underground in the active Vale Creighton nickel mine which is in Sudbury, Ontario, Canada and exhibits an impressive 6,010 MWE of norite rock overburden. The measured cosmic muon flux is $\sim 100 \mu\text{m}^{-2}\text{y}^{-1}$ [146] which was a world record until the China Jinping Underground Laboratory opened in 2010.

Cosmic rays can create additional backgrounds by activating experiment materials during shipping or storage at the surface. The cosmic ray flux depends on elevation, geographic location, and solar activity. The elevation dependence is illustrated in Fig. 5.2. Activation rates of materials have been widely studied and improvements have been made in the last ten years to more accurately simulate and predict activation. Great care must still be taken, however, to protect materials from high altitude or long-term, unshielded exposure. A recent and very thorough study of cosmogenic activation of rare-event experiment materials was done by Chao Zhang and colleagues. This study compared Geant4 [159–161] and ACTIVIA [162] simulations to a variety of experimental measurements for a wide variety of activated materials [163]. These results guide decisions on procurement, shipping, and logistics in regards to experimental materials, and subsequently inform modeling of predicted activation.

For the SuperCDMS experiments, copper is important for activation modeling, especially in regards to isotopes like $^{60}$Co and its five-year half-life. Copper is used in many parts of the apparatus, including the detector housings and so have a substantial line-of-sight exposure area to the detectors themselves. Initial sensitivity estimates for SuperCDMS SNOLAB are based upon a sea-level exposure to cosmic rays for 90 days, followed by a 90 day “cool-down” period to let short-lived isotopes decay away. The predicted contamination rates are summarized in Table 5.1. As discussed in Section 5.3, the various decay products produce a variety of different responses in the detector, so each type of interaction must be studied in detail.
Figure 5.2. The relative intensity of muons and neutrons as a function of altitude. Adapted from Ref. [163].

Table 5.1. Assumptions used to determine the cosmogenic exposure and activation of copper for the SuperCDMS SNOLAB sensitivities. Adapted from Ref. [68].

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Production Rate (atoms/kg/day)</th>
<th>Contamination Rate (µBq/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{46}$Sc</td>
<td>4.6</td>
<td>0.88</td>
</tr>
<tr>
<td>$^{48}$V</td>
<td>9.5</td>
<td>0.76</td>
</tr>
<tr>
<td>$^{54}$Mn</td>
<td>19</td>
<td>7.9</td>
</tr>
<tr>
<td>$^{56}$Co</td>
<td>20</td>
<td>3.5</td>
</tr>
<tr>
<td>$^{57}$Co</td>
<td>155</td>
<td>62</td>
</tr>
<tr>
<td>$^{58}$Co</td>
<td>143</td>
<td>23</td>
</tr>
<tr>
<td>$^{59}$Fe</td>
<td>39</td>
<td>2.9</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>181</td>
<td>47</td>
</tr>
</tbody>
</table>
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5.2. Radiogenic Background Sources

While placing a rare-event experiment deep underground provides substantial benefits for muon-induced neutrons, it also comes with additional backgrounds challenges from radiogenic sources. The norite rock at SNOLAB contains natural uranium, thorium, and potassium isotopes, as does the concrete and shotcrete that line the floors and walls of every cavern [147]. As these materials and their daughter products decay, they release alpha, beta, and gamma radiation that can interfere with rare-event searches.

Table 5.2. Levels of K, U, and Th found in the norite, concrete and shotcrete used at SNOLAB. Measurements were made using ICP-MS and Ge detectors [147].

<table>
<thead>
<tr>
<th>Material</th>
<th>$^{40}$K (%)</th>
<th>$^{235}$U (ppm)</th>
<th>$^{228}$Th (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norite</td>
<td>1.00 ± 0.13</td>
<td>1.11 ± 0.13</td>
<td>5.56 ± 0.52</td>
</tr>
<tr>
<td>Concrete</td>
<td>1.75 ± 0.05</td>
<td>2.41 ± 0.03</td>
<td>15.38 ± 0.40</td>
</tr>
<tr>
<td>Shotcrete</td>
<td>1.78 ± 0.05</td>
<td>2.46 ± 0.09</td>
<td>15.24 ± 0.14</td>
</tr>
</tbody>
</table>

Additionally, experiment construction materials must be produced or selected with very low levels of these and other radioactive isotopes. A large assays database is available at Radiopurity.org for the reference of and selection of various vendors and materials [164]. For the SuperCDMS SNOLAB experiment, Table 5.3 lists the assumed material contamination levels for various isotopes and hardware components.

As described in Chapters 3 and 4, substantial shielding is put in place to limit the penetration of cavern activity, and great care is taken to create and use high purity materials in construction. However, additional complications arise from the presence of airborne $^{222}$Rn, a daughter product in the uranium chain. Radon is usually present in elevated levels in underground facilities due to its density ($\sim 8$× greater than air at standard temperature and pressure). Seasonal fluctuations at SNOLAB vary from $\sim 125$ to $135$ Bq/m$^3$ (3.4–3.6 pCi/L) for airborne radon activity (Fig. 5.3), whereas the surface activity is around 6 Bq/m$^3$ (0.2 pCi/L) [167].
Table 5.3. Radioactive impurity concentrations assumed for construction materials contained within the SuperCDMS SNOLAB experiment. $^{60}$Co in copper (indicated by *) is assumed to be produced cosmogenically rather than introduced during production and so the assumed rate varies for different pieces. Adapted from Ref. [68].

<table>
<thead>
<tr>
<th>Material</th>
<th>Impurity Concentrations (mBq/kg)</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^{238}$U $^{232}$Th $^{40}$K $^{60}$Co $^{137}$Cs</td>
<td></td>
</tr>
<tr>
<td>Copper</td>
<td>0.07 0.02 0.04 *</td>
<td>[165]</td>
</tr>
<tr>
<td>Cirlex</td>
<td>6.3 2.2 1.6 0.01 0.01</td>
<td>[164]</td>
</tr>
<tr>
<td>Kevlar</td>
<td>430 140 870</td>
<td>[166]</td>
</tr>
<tr>
<td>$\mu$-metal</td>
<td>4.2 4.2 1.7 0.51 0.27</td>
<td>[164]</td>
</tr>
<tr>
<td>HDPE</td>
<td>0.6 1.5 1.9 0.13 0.19</td>
<td>[164]</td>
</tr>
<tr>
<td>LEAD</td>
<td>0.66 0.5 7</td>
<td>[165]</td>
</tr>
<tr>
<td>Polypropylene</td>
<td>0.6 1.5 1.9 0.13 0.19</td>
<td>HDPE</td>
</tr>
<tr>
<td>Water</td>
<td>0.6 1.5 1.9 0.13 0.19</td>
<td>HDPE</td>
</tr>
</tbody>
</table>

Figure 5.3. The radon concentration levels in the SNO underground control room. Measured in 2006. Adapted from Ref. [167].
The recoiling nuclei of radon daughter products can attach to or “plate-out” onto experiment materials. These daughters can give rise to neutron and gamma-ray backgrounds from (α,n) and Bremsstrahlung interactions, respectively. After a series of short (< 30 min) decays, $^{210}\text{Pb}$ ($t_{1/2} = 22.3$ y) comprises the majority of remaining contaminants. The full decay chain from $^{222}\text{Rn}$ to stable $^{206}\text{Pb}$ is illustrated in Fig. 5.4. A detailed study on radon-daughter plate-out rates at SNOLAB is found in Chapter 7.

![Figure 5.4. The $^{222}\text{Rn}$ decay chain. Very rare (< 0.1%) processes are shaded.](image)

5.3. Detector Response

The SuperCDMS iZIP and HV detectors (see Chapters 3 and 4) are sensitive to any recoiling particle. Analyses are specific to a particular energy region-of-interest (ROI) which excludes many background events. For background events within the ROI, further categorization and understanding of the detector response is required. Broadly, particle interactions in the detectors are divided into two categories: surface events which occur at or very near the surface, and bulk events which occur within the fiducial volume of the crystal. These
events are further divided, based upon their interactions, into electron recoils and nuclear
recoil events (ER and NR respectively).

Events can be discriminated by their ionization yield, defined as the charge ionization
energy divided by the phonon energy from any recoil event. Specific details on detector
response to each type of interaction are available in Chapters 3 and 4. The specific signal
response to background events are detailed below.

5.3.1. Surface Events

Beta particles from radiogenic sources outside the detector crystal are likely to interact as
surface events. Ions like the $^{206}$Pb nucleus or alpha particles from $^{210}$Po decay have limited
penetration in germanium (27 nm and 19 $\mu$m with initial energy of 103 keV and 5.3 MeV,
respectively [168]). The detectors provide very good surface event discrimination from charge
collection information from each face. A lack of charge collection symmetry identifies these
as surface events as illustrated in Fig. 5.5. The rejection power of the SuperCDMS iZIP
detectors has been shown to the order of $10^{-5}$ [141].

As the iZIP WIMP search analysis is performed in the region between the green lines
of Fig. 5.5 (b), it is clear that the vast majority of events in this region will be rejected
by surface event discrimination. However, charged ion and beta events at the surface can
have inefficient charge collection, lowering the measured ionization yield. These events could
potentially pass both the ionization yield and symmetry cuts, placing them into the WIMP-
search region. This is illustrated in panels (b) and (c) of Fig. 5.5.

5.3.2. Bulk Events

Bulk events are those which occur in the fiducial volume of the detectors described
in Section 3.1.3. While gamma rays in the bulk can be discriminated by their ionization
yield, neutrons in the bulk are indistinguishable from a WIMP. Neutron backgrounds include
cosmic rays, spontaneous fission, or ($\alpha$,n) interactions in nearby materials. Neutrons in
the WIMP-search region are irreducible backgrounds so extreme care is taken to use clean
Figure 5.5. All panels show the same data from \(~900\) live hours of detector T3Z1 with the $^{210}\text{Pb}$ source facing side 1. Clearly visible are the symmetric charge events (large blue dots) in the interior of the crystal, and the events that fail the symmetric charge cut (small red dots) including surface events from betas, gammas, and lead nuclei incident on side 1 from the source. The two blue dots with circles around them are outliers that show a very low charge yield and just satisfy the symmetry requirement. (a) The symmetry cuts (dotted blue lines) flare out near the origin so that events are accepted down to the noise wall. The band just below 50 keV is from the 46.5 keV gamma rays from the source. (b) Ionization yield versus phonon recoil energy with $\pm 2\sigma$ ionization yield range of neutrons indicated (area within green lines). The hyperbolic black line is the ionization threshold (2 keVee–“ee” for electron equivalent); the vertical black line is the recoil energy analysis threshold (8 keVr). Electrons from $^{210}\text{Pb}$ (below \(~60\) keVr) and $^{210}\text{Bi}$ (mostly above 60 keVr) are distinctly separated from $^{206}\text{Pb}$ recoils (low yield, below \(~110\) keVr). (c) In addition to the data in (a) and (b) this panel also shows nuclear recoils from neutrons from a $^{252}\text{Cf}$ source (green, low yield). As bulk events these show a symmetric ionization response between sides 1 and 2 like the bulk electron recoils at higher yield, and are thus nicely separated from charge-asymmetric surface events. Reproduced from Ref. [141].
materials and to limit further contamination underground. Furthermore, any event whose reconstructed recoil energy places it within WIMP-search parameters is checked for scattering in multiple detectors. Neutrons can easily pass from one detector to another within a short time-frame and events with scattering in multiple detectors can be excluded from analysis. Neutron single-scatter events are the most difficult events to rule out.

In addition to background sources outside the detector, there are sources from within the crystal itself. The detector is grown as pure as possible, but there is still the possibility of cosmogenic activation of the germanium or silicon atoms. In silicon detectors, there is further contamination from naturally occurring $^{32}\text{Si}$. Tritium ($t_{1/2} = 12.3$ years) is a spallation product from cosmic ray secondaries with germanium or silicon. Tritium will produce betas throughout the detector bulk. These beta events, which have an 18.6 keV endpoint, can have inefficient charge collection and pass into the WIMP-search region due to lower ionization yield. Another spallation product, $^{32}\text{Si}$ ($t_{1/2} = 153$ years) is produced from interactions of cosmic ray secondaries with $^{40}\text{Ar}$ in the atmosphere [169]. $^{32}\text{Si}$ is carried via rain and water transport to deposits within the crust which are later mined. There are recent studies showing that older and sometimes deeper silicon deposits may contain a lower proportion of $^{32}\text{Si}$ [170], but surface mining techniques are usually employed with water (itself containing some $^{32}\text{Si}$) being used to lower airborne dust [171]. For a comparison of what is commercially and practically available today, the DAMIC collaboration measured $80^{+110}_{-65}$ decays/kg/day at the 95% confidence level in their silicon CCDs [172]. Similar levels of purity should be possible for SuperCDMS SNOLAB Si detectors.

Likewise for germanium, cosmic interactions can activate isotopes. Those whose half-lives are long enough to remain during a WIMP search are $^{68}\text{Ge}$, $^{65}\text{Zn}$, $^{73}\text{As}$, $^{57}\text{Co}$, $^{55}\text{Fe}$, $^{54}\text{Mn}$ and $^{49}\text{V}$. Production and activity estimates for germanium and silicon activation are listed in Table 5.4. A detailed plot of various background components is shown in Fig. 5.6.
Table 5.4. The assumed sea-level cosmic ray exposure for the HV(iZIP) detectors is 60(125) days, followed by a 365 day underground “cooldown” period before acquisition of science data. $^{32}$Si is intrinsic to the production process and is expected to be the same for iZIP and HV detectors.

<table>
<thead>
<tr>
<th>Material</th>
<th>Isotopes</th>
<th>Production Rate (atoms/kg/day)</th>
<th>Concentration (decays/kg/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>$^3$H</td>
<td>80</td>
<td>0.7</td>
</tr>
<tr>
<td>Si</td>
<td>$^3$H</td>
<td>125</td>
<td>1</td>
</tr>
<tr>
<td>Si</td>
<td>$^{32}$Si</td>
<td>–</td>
<td>80</td>
</tr>
</tbody>
</table>

Figure 5.6. Raw background spectra of single scatter interactions in a Si (left) and Ge (right) detector obtained from the Monte Carlo simulation. The spectra are broken out by components and shown as a function of recoil energy (ER or NR depending on the interaction). $^3$H (pink) and $^{32}$Si (purple) are the largest individual contributors to the backgrounds in the Ge and Si detectors, respectively. The Ge activation lines (black) are shown convolved with a 10 eV r.m.s. resolution ($\sigma_{\text{Phonon}}$ for the Ge HV detectors) to allow them to be clearly displayed in this figure. The remaining components are Compton scatters from gamma rays (red), surface betas (green), surface $^{206}$Pb recoils (orange), neutrons (blue) and coherent elastic neutrino-nucleus scattering (cyan). Note that the neutron spectrum (blue) has some spurious structure from the limited simulation statistics in the cavern component of the neutron background. Adapted from Ref. [68].
5.4. Background Summary

The SuperCDMS Soudan and SNOLAB experiments used (or will use) significant rock overburden to mitigate the cosmic ray background. Substantial effort is later put into place to select and use the most radiopure materials. Despite these efforts, some background contamination will still remain. The SuperCDMS Soudan iZIP detectors have been demonstrated to have very low probability for misidentifying surface ER events as bulk NR events: $< 1.7 \times 10^5$ in the 8-115 keV recoil energy analysis region. Monte Carlo simulations predicted 0.13 neutron background events in the analysis region for SuperCDMS Soudan after all cuts were applied [103].

For the SuperCDMS SNOLAB experiment, Monte Carlo simulations predict $3.3 \times 10^{-3}$ ($2.9 \times 10^{-3}$) NRs/kg/keV/year for Ge(Si) iZIPs. For the HV detectors without ER/NR discrimination, ERs are the dominant background with a predicted rate of $27(300)$ ERs/kg/keV/year for Ge(Si). These rates are for events in the analysis region of each detector after analysis cuts have been applied. The background spectra for each detector type and mode is illustrated in Fig. 5.7.
Figure 5.7. Background spectra after analysis cuts in Ge (left) and Si (right) HV (top) and iZIP (bottom) detectors, shown as a function of nuclear recoil energy (keV). Thick black lines represent the total background rates. Electron recoils from Compton gamma rays, $^3$H, and $^{32}$Si are grouped together (red). The Ge activation lines (grey) are shown convolved with a 10 eV r.m.s. resolution. The remaining components are surface betas (green), surface $^{206}$Pb recoils (orange), neutrons (blue), and coherent elastic neutrino-nucleus scattering (cyan). Adapted from Ref. [68].
As detailed in Chapter 5, substantial shielding against cosmogenic and radiogenic backgrounds is required for SuperCDMS to meet its primary physics goals. The SuperCDMS SNOLAB passive shield will be permanent for the duration of the experiment so extensive simulations were undertaken to optimize the shield design. Shielding design is based on the well-established techniques for using hydrogenous materials for neutron moderation and high-Z materials to reduce the gamma flux.

Neutrons and gammas in the cavern are emitted by radioactive isotopes in the norite rock [147,148,173]. Monte Carlo simulations of these isotopes in the cavern yield a spectrum which is normalized to the measured rates of 4000 neutrons/m$^2$/day and $4 \times 10^4$ gammas/m$^2$/day [167].

The shield is designed to lower the external environmental flux to below that required for the experiment to reach the neutrino background. Related to the environmental flux is the number of events that deposit energy in a detector in the WIMP-search region of interest (ROI). For HV detectors, the ROI is 3 eV to 2 keV whereas for iZIP detectors, the ROI is 1–50 keV. For iZIP detectors, electron recoils (ERs) are distinguishable from nuclear recoils (NRs) so NRs are the most relevant background. The dominant background in HV detectors, which do not have ER rejection, will come from beta decays from $^3$H and $^{32}$Si impurities. Thus, ERs are the most relevant background from HV detectors.

To achieve the science goals of the SuperCDMS SNOLAB experiment, the background rate is required to be below $10^{-5}$ NR/keV/kg/year in the iZIP detectors, and $5 \times 10^{-2}$ ER/keV/kg/year in the HV detectors. The shield design optimization study determined which configuration of water, lead and polyethylene shield layers met these background goals.
6.1. Computational Challenges

An ideal solution would be to use Geant4 to simulate a large number of shield configurations by varying the thickness of each layer. Geant4 simulations, however, are very time consuming. As an example, ManeFrame is a high-performance compute cluster at SMU with 8,800 available threads on Intel® Xeon® X5560 CPUs operating at 2.80GHz. Resources are divided into queues for parallel and single-threaded applications. Queue restrictions are set at 24 hours per thread for single-threaded applications, thus we could simulate a maximum of $3.8 \times 10^8$ gammas or $1.6 \times 10^7$ neutrons per execution. Taking into account a small time buffer for slow nodes or execution-time variance would lead to a smaller number of simulated particles.

While $10^7$ or $10^8$ particles per thread per day may seem substantial, the overall attenuation factor of the shield can be on the order of $10^{-12}$ or higher, as will be seen later in this chapter. It would require full-time access to many threads (and for many days) to yield results for a single configuration. However, compute time and disc space allocations would start to become a concern as well. For example, simulating a single gamma event which deposits energy in the HV ROI may take up to two days and $\sim 10$ GB of disk space, utilizing the maximum number of threads available for single-threaded jobs on ManeFrame. This would yield (on average) only one event in the ROI for one possible configuration of the shield, and more events would need to be simulated to create a realistic estimate of the event rate. There is also the continuous need to simulate more shield variations to find the optimal configuration.

6.2. Stitching the Pieces

In light of the possibility of taking years of compute time and petabytes of data, a different approach was ultimately decided upon. A flat spectrum of neutrons and gammas were simulated independently through all three shield materials with a variety of different shield thicknesses: eleven for water, seven for lead, and eight for polyethylene. For the detector response, two tower configurations were simulated: a full 31-tower configuration,
and a smaller 5-tower configuration. A total of 1,232 possible configurations were then
available to examine. The details are summarized in Table 6.1. The resulting dataset from
each simulation was collected on SMU’s ManeFrame taking little over one terabyte of data.

Table 6.1. A summary of the simulated shield materials and configurations. Both neutrons
and gammas were simulated with a flat spectrum through each material and configuration,
leading to a total of 2,464 possible outcomes. *For the towers, the numbers indicate the
configuration type instead of a thickness.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thicknesses (cm)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0, 6, 12, 18, 24, 30, 36, 42, 48, 54, 60</td>
<td>11</td>
</tr>
<tr>
<td>Lead</td>
<td>4, 8, 12, 16, 20, 24, 28</td>
<td>7</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>5, 10, 15, 20, 25, 30, 35, 40</td>
<td>8</td>
</tr>
<tr>
<td>Towers*</td>
<td>5, 31</td>
<td>2</td>
</tr>
<tr>
<td>Total Configurations Possible:</td>
<td></td>
<td>1,232</td>
</tr>
</tbody>
</table>

6.3. Simulation Details

In simulations for each material and thickness found in Table 6.1, a flat spectrum of
particles (neutrons and gammas) were thrown from the outside of the shield layer. Any
particles emerging from the inner surface of a shield layer had their kinetic energy and
momentum recorded. To boost statistics in specific energy regions, simulations were carried
out with a non-linear distribution across the input spectrum. The details of this breakdown
are available in Table 6.2.

For each shield simulation, the primary particles (those initially entering the shield layer)
were thrown from the outer surface. The angular distribution for particles entering the water
tanks was uniform, simulating random particles thrown from the cavern walls around the ex-
periment. For particles entering subsequent shield layers, a Lambertian angular distribution
was used. Upon further inspection of the outgoing tagged particles, however, the Lambertian
Table 6.2. The energy ranges simulated for each material and thickness found in Table 6.1. The ranges were selected to offer increased statistics in particular areas of interest.

<table>
<thead>
<tr>
<th>Energy Ranges (keV)</th>
<th>Gammas</th>
<th>Neutrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–100</td>
<td>1–10</td>
<td></td>
</tr>
<tr>
<td>100–300</td>
<td>10–30</td>
<td></td>
</tr>
<tr>
<td>300–600</td>
<td>30–100</td>
<td></td>
</tr>
<tr>
<td>600–1,000</td>
<td>100–300</td>
<td></td>
</tr>
<tr>
<td>1,000–1,400</td>
<td>300–1,000</td>
<td></td>
</tr>
<tr>
<td>1,400–2,000</td>
<td>1,000–3,000</td>
<td></td>
</tr>
<tr>
<td>2,000–3,000</td>
<td>3,000–10,000</td>
<td></td>
</tr>
</tbody>
</table>

assumption proved erroneous\(^1\). A weighted matrix was then applied to correct the Lambertian angular distribution for all incoming and outgoing particles in subsequent layers. This enabled the correction to be applied without re-running all the previous simulations.

6.4. Analysis & Data Processing

All simulation files, held in a ROOT format, were collected from other clusters and consolidated on ManeFrame. The analysis method for each set of data followed the same format:

- For each incident particle, we ensured that the energy used (energy recorded in the detector) was the sum from each event (sum over Geant4 steps).

- We determined the probability of an incoming particle to cross the given shield layer as a function of output energy.

  An incoming mono-energetic beam of particles will create a unique, attenuated spectra. Since the data was produced with a flat spectrum, the incoming

\(^1\)This would have been true for flat, infinitely large, parallel layers but the actual shield layers are cylindrical
spectra was lumped into 5 keV bins. For each bin, a unique output spectra was created from 1–10,000 keV. By dividing the output spectra by the total number of primaries (in this bin), a probability spectrum is created for that particular primary energy bin. This is repeated for every bin in the input spectrum. Along with this, a total probability to cross the layer per input energy bin can be created.

- From a given input spectrum (whether cavern, or from a previous shield layer), we found the total number of primaries that successfully pass per input bin.

  This was done by multiplying the input primary numbers (per bin) by the unique spectrum for that energy bin found in the previous step. Additionally, there was a weight applied to the input bin’s total counts to correct for the Lambertian distribution assumption.

- The individual output spectra (for each input bin) was summed to find the total passing spectrum.

- This process was repeated for each shield thickness and input spectrum being analyzed.

  For example, for the water shield, two input spectra (the cavern neutron and gamma spectra) were used. For each case, the input spectrum was passed through each thickness of the water shield yielding 22 total output spectra (11 gamma spectra and 11 neutron spectra). This spectra was passed as input to the subsequent layers, which generated further output spectra, and so on until all 2,464 spectra were created.

To facilitate the selection of an optimized shield, a graphical program named Shield Explorer was created to explore the various shield configurations. A screenshot of the interface can be seen in Fig. 6.1. In addition to the results of this analysis, some "end-to-end" simulations were performed using the full detector geometry for particular shield configurations. The initial purpose was to validate the results of the shield stitching project, and it was found that after correcting for the Lambertian distribution assumption, the results of the
“stitched shield” agreed with the end-to-end simulations within a factor of approximately two.

Taking this into account, a few particular shield parameters were selected for further end-to-end simulation. The results of the stitched shield analysis made it possible to select only a handful of shield configurations (as opposed to thousands) for detailed study. These simulations along with the stitched values are shown in Figs. 6.2 and 6.3.

The final configuration selected was 60 cm of water, 20 cm of lead, and 30 cm of polyethylene. The total counts in each region of interest for each detector type for gammas and neutrons is summarized in Tables 6.3 and 6.4.

Table 6.3. Overall differential count rate for gammas and neutrons in each detector material in each region of interest (counts per kg of detector per year of exposure per keV). The asterisk for gammas in Si in the 3 eV–2 keV range indicates that this value is an upper limit as no counts were seen in $>10^{13}$ simulated primaries.

<table>
<thead>
<tr>
<th>ROI</th>
<th>1–50 keV</th>
<th>3 eV–2 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
<td><strong>Ge</strong></td>
<td><strong>Si</strong></td>
</tr>
<tr>
<td>Gammas</td>
<td>$3.89 \times 10^{-2}$</td>
<td>$1.33 \times 10^{-1}$</td>
</tr>
<tr>
<td>Neutrons</td>
<td>$1.26 \times 10^{-5}$</td>
<td>$6.66 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
Table 6.4. Overall normalized rate for gammas and neutrons in each detector material in each region of interest (counts per primary thrown at the shield). The asterisk for gammas in Si in the 3 eV–2 keV range indicates that this value is an upper limit as no counts were seen in $>10^{13}$ simulated primaries.

<table>
<thead>
<tr>
<th>Normalized Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ROI</strong></td>
</tr>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>Gammas</td>
</tr>
<tr>
<td>Neutrons</td>
</tr>
</tbody>
</table>

Figure 6.1. The Shield Explorer graphical program. The number of primaries thrown is set by the user, as well as the shield layer thicknesses and viewed output energy spectra. Total counts in the range shown are also displayed for rapid analysis.
Figure 6.2. The overall count rate in Ge for various shield configurations. Green squares indicate the value determined from the stitched shield model, with error bars signaling 1-sigma confidence interval. The purple line visually indicates the trend with changing configurations. The round dots (and error bars) indicate full end-to-end simulations conducted to validate and confirm final shield specification selection. The legend corresponds to the thickness (cm) in W (water), L (lead), and P (polyethylene). Top left: Gamma rates for varying lead in the 1–50 keV range. Top right: Neutrons rates for varying HDPE in the 3 eV–2 keV range. Bottom left: Gamma rates for varying lead in the 1–50 keV range. Bottom right: Neutrons rates for varying HDPE in the 3 eV–2 keV range.
Figure 6.3. The overall count rate in Si for various shield configurations. Green squares indicate the value determined from the stitched shield model, with error bars signaling 1-sigma confidence interval. The purple line visually indicates the trend with changing configurations. The round dots (and error bars) indicate full end-to-end simulations conducted to validate and confirm final shield specification selection. The legend corresponds to the thickness (cm) in W (water), L (lead), and P (polyethylene). Top left: Gamma rates for varying lead in the 1–50 keV range. Top right: Neutrons rates for varying HDPE in the 3 eV–2 keV range. Bottom left: Gamma rates for varying lead in the 1–50 keV range. Bottom right: Neutrons rates for varying HDPE in the 3 eV–2 keV range.
To achieve the projected SuperCDMS SNOLAB sensitivity shown in Fig. 4.4, constraints are placed on the allowable radioactive contamination of detector materials. Contamination can include impurities within materials as well as “plate-out” of surface contaminants such as daughter products of $^{222}\text{Rn}$. These can attach to nearby surfaces leaving long-lived $^{210}\text{Pb}$ in place for the duration of the experiment. $^{210}\text{Pb}$ is problematic as it will eventually decay to $^{210}\text{Po}$ whose 5.3 MeV alpha decay can generate neutrons through $(\alpha,\text{n})$ reactions. Neutrons are a non-reducible background. Therefore, it is important to limit $^{210}\text{Pb}$ contamination. For the non-line-of-sight surfaces of the polyethylene shield, the maximum allowable $^{210}\text{Pb}$ activity is 10,000 nBq/cm$^2$.

The radon levels expected at SNOLAB indicate that a time-constraint on exposure to lab air may be necessary during the construction phase of the experiment. This chapter describes a study into the plate-out rate of radon daughters onto polyethylene and copper. From the results of this study, an estimate for the maximum possible exposure time for the shield materials is calculated.

7.1. Estimating Backgrounds in Polyethylene

There are several commercially available forms of polyethylene $(C_2H_4)_n$. This study focused on high density polyethylene (HDPE) which has density of 0.941–0.965 g/cm$^3$. With a natural abundance of $\sim 1.07\%$ [174], $^{13}\text{C}$ accounts for 0.36% of all atoms in HDPE. The SuperCDMS SNOLAB experiment will use the same type of polyethylene in the passive shield.

A modified version of SOURCES 4C [175, 176] was used to model the $(\alpha,\text{n})$ reactions in HDPE resulting in an expectation of $7.7 \times 10^{-8}$ n/s/cm$^3$ per 1 Bq of $^{210}\text{Pb}$ activity at secular
equilibrium\(^1\) in the bulk of the polyethylene. The expected neutron spectrum is illustrated in Fig. 7.1. Polyethylene shielding exposed to a high radon environment such as that at SNOLAB would quickly become contaminated with residual \(^{210}\)Pb. Though the \(^{210}\)Pb would be implanted near the surface, and some alphas from the \(^{210}\)Po decays would be emitted away from the bulk, there is still the possibility these alphas could interact with \(^{13}\)C on an exiting trajectory. To make the estimate conservative, any alpha from \(^{210}\)Po was considered as having the potential to create neutron backgrounds.

![Image of neutron spectrum](image.png)

**Figure 7.1.** SOURCES 4C neutron spectrum from 1 Bq of \(^{210}\)Pb contamination in polyethylene. See also Fig. 6.38 in Ref. [177] for a similar spectrum derived from GEANT4 simulation.

### 7.2. Experimental Setup & Environment

The experimental site was located in SNOLAB, a laboratory that is a Class 2000 cleanroom. The setup was located within Room 127 in the laboratory, in an area referred to as the Ladder Labs, illustrated in Fig. 7.2. During the exposure at SNOLAB, environmental factors were continuously monitored including radon activity, temperature, relative humidity, and counts of dust particles \(\geq 0.3\mu m\). The instruments used to record these data were located

\(^1\)Secular equilibrium, sometimes described as radioactive equilibrium, describes when a short-lived daughter isotope of a long-lived parent has relatively constant activity, being constantly replenished by the parent.
on a table immediately adjacent to the samples at Site 1 and the data is given in Table 7.1.

We monitored these values such that we could either rule out or include possible effects from fluctuating environmental factors. Average radon levels in the laboratory area are known to seasonally vary from \( \sim 125 \) to 135 Bq/m\(^3\) whereas the outside air activity at ground level is around 6 Bq/m\(^3\) [167]. The average radon activity during the 83 day exposure was measured at 135 Bq/m\(^3\) as illustrated in Fig. 7.3.

Table 7.1. Average environmental values of the experiment location over 83 days, with one standard deviation calculated from the population of data points. Dust particles were monitored with a ParticleScan CR, radon activity with a RadStar RS300, and temperature and humidity with a Lascar EL-USB-2-LCD+. The particle counts we measured were consistent with a Class 1000 cleanroom rating.

<table>
<thead>
<tr>
<th>Data</th>
<th>Average</th>
<th>(\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particles (\geq 0.3\mu m) (pp. ft(^3))</td>
<td>238</td>
<td>679</td>
</tr>
<tr>
<td>Radon (Bq/m(^3))</td>
<td>135</td>
<td>23</td>
</tr>
<tr>
<td>Temperature ((^\circ)C)</td>
<td>22.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Humidity (%)</td>
<td>57.9</td>
<td>1.6</td>
</tr>
</tbody>
</table>

A total of ten 12”\(\times\)12”\(\times\)3/16” HDPE panels were used, all cut from the same 4’\(\times\)8’ sheet purchased from Johnston Industrial Plastics, Ontario, Canada. We chose this sample size to optimize the assay of measurements made in the UltraLo-1800 alpha counter. The panels were set in pairs at four different locations in SNOLAB with varying height and room position to test for variations in plate-out from position and proximity to nearby walls. Details on the position of each measurement location is available in Table 7.2. Each pair of samples was set immediately adjacent to one another with each panel laid flat.

Four copper panels were also placed at Site 1, each of dimension 6”\(\times\)12”\(\times\)1/4”. Every panel was placed on a non-conducting surface for the duration of the exposure. During shipment to and from SNOLAB, all panels were sealed inside two nitrogen flushed nylon bags with an outer polyethylene bag. The outer polyethylene bag was used as a general
Figure 7.2. Map of the four exposure sites in the Ladder Labs at SNOLAB. Distances from the floor and walls are given in Table 7.2.

Figure 7.3. Radon activity at SNOLAB over the exposure period as measured by a RadStar RS300. Green line indicates average measured value (135 Bq/m³) with 1-σ interval in shaded region.
protection around the inner bags while the nylon bags were chosen for their low radon permeability [178].

For the trip to SNOLAB, the panels were laid face-to-face with no air gaps. For the return trip, the panels were packed in pairs (one pair from each site) with a small air gap between panels to best maintain the integrity of the surfaces. For the return shipment, the bags were once again nitrogen back-filled to limit any plate-out that might occur during shipment.

Table 7.2. Position information for each exposure location used. Height is measured as the distance from the floor to the surface of the panels. Two polyethylene samples were placed at each location. Additionally, four copper samples were placed at Site 1. The variety of locations was motivated to test for variations in plate-out height due to position and proximity to nearby walls.

<table>
<thead>
<tr>
<th>Site Number</th>
<th>Room Number</th>
<th>Nearest Wall (m)</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>127</td>
<td>3.63</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>127</td>
<td>0.38</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>127</td>
<td>3.63</td>
<td>2.01</td>
</tr>
<tr>
<td>4</td>
<td>131</td>
<td>0.38</td>
<td>0.94</td>
</tr>
</tbody>
</table>

7.3. Analysis & Results

To estimate total contamination, a model was developed that predicts the activity of $^{210}\text{Po}$ over time. For more accurate projections, this model also accounts for other alpha-emitting contaminants in dust such as those in the U and Th chains. This section describes the development of the model, first as a pure $^{210}\text{Po}$ model, and then with the added consideration of long-lived contaminants in dust.
7.3.1. Pure $^{210}$Po Model

Because the expected alphas come from the short-lived daughter ($^{210}$Po) of a long-lived parent ($^{210}$Pb), a model for the number of $^{210}$Po atoms over time was built from the Bateman equation \[179\]

\[
N_{\text{Po}}(t) = N_{\text{Pb}}(0) \frac{\lambda_{\text{Pb}}}{\lambda_{\text{Po}} - \lambda_{\text{Pb}}} \left( e^{-\lambda_{\text{Pb}} t} - e^{-\lambda_{\text{Po}} t} \right)
\]

where $\lambda_{\text{Pb}}$ and $\lambda_{\text{Po}}$ are the decay constants for Pb and Po respectively. Equation 7.1 can be altered to account for a particular number of $^{210}$Pb atoms ($N_i$) added at a specific non-zero time $t_i$

\[
N_{\text{Po},i}(t, t_i, N_i) = N_i \frac{\lambda_{\text{Pb}}}{\lambda_{\text{Po}} - \lambda_{\text{Pb}}} \left( e^{-\lambda_{\text{Pb}}(t-t_i)} - e^{-\lambda_{\text{Po}}(t-t_i)} \right)
\]

\[
\times \Theta(t - t_i)
\]

where $\Theta$ is the Heaviside step function. Note that because of the relatively stable radon activity at SNOLAB during this exposure, illustrated in Fig. 7.3, the radon-daughter plate-out rate onto the sample surfaces was approximately constant with time. Thus, we assume that $^{210}$Pb atoms were being added at a constant rate $R_{\text{Pb}}$. The total number of $^{210}$Po atoms is then a sum of Equation 7.2 over an exposure period, $t_{\text{exp}}$ in discrete step sizes.

As an example, consider a 150 day exposure in an environment where $R_{\text{Pb}} = 100$ atoms/cm$^2$/day. Rather than assuming all the atoms plate-out at once, the exposure can be broken down into four depositions separated by 50 days as illustrated in Fig. 7.4. Each deposition takes the form of Equation 7.2. Smaller gaps between depositions will result in a more accurate total value, both during and after exposure. The total activity of $^{210}$Po is then

\[
A_{\text{Po}}(t, t_{\text{exp}}) = \lambda_{\text{Po}} \left[ \sum_{i=1}^{t_{\text{exp}}/b} N_{\text{Po},i}(t, i \times b, R_{\text{Pb}} \times b) \right]
\]

where $b$ is the time-step size. Making the substitution of $n \equiv \frac{t_{\text{exp}}}{b}$ and taking the limit of Equation 7.3 as $n \to \infty$, the following closed-form expression describes the activity over time
Figure 7.4. Four individual forms of Equation 7.2 (blue, red, yellow, and green curves) summed up (black dashed curve), showing exponential growth during exposure, and then later coming into secular equilibrium. Inset more clearly shows exponential growth during exposure period which in this example ends at a time of 150 days, and the step size is 50 days.
\[
A_{Po}(t, t_{\text{exp}}) = \frac{R_{Pb}}{\lambda_{Pb} - \lambda_{Po}} \cdot \left[ \lambda_{Pb} \left( 1 - e^{-\lambda_{Pb}t} \right) + \lambda_{Po} \left( e^{-\lambda_{Po}t} - 1 \right) \right] + \Theta \left( t - t_{\text{exp}} \right) \cdot \left( \lambda_{Pb} \left\{ e^{-\lambda_{Pb}(t-t_{\text{exp}})} - 1 \right\} + \lambda_{Po} \left\{ 1 - e^{-\lambda_{Po}(t-t_{\text{exp}})} \right\} \right)
\]

(7.4)

Knowing the exposure time \( t_{\text{exp}} \), measurement time \( t_m \), and measured activity \( A_{Po}(t_m, t_{\text{exp}}) \), Equation 7.4 can be solved for \( R_{Pb} \).

7.3.2. Including Long-Lived Activity

A model of total activity should include the possibility that long-lived activity from U and Th in dust may be present on the sample surfaces. Because U and Th are so long-lived, their decay chains—assuming secular equilibrium—would contribute an approximately constant rate of radioactivity for a given amount of dust. Consequently, if dust settled at a constant rate per unit time \( S_{\text{dust}} \), then the total activity from dust (\( A_{\text{dust}} \)) accumulated linearly during exposure to the SNOLAB environment and would remain constant once the exposure concluded

\[
A_{\text{dust}}(t, t_{\text{exp}}) = \begin{cases} 
S_{\text{dust}}t & t < t_{\text{exp}} \\
S_{\text{dust}}t_{\text{exp}} & t \geq t_{\text{exp}} 
\end{cases}
\]

(7.5)

The total activity from all sources — \(^{210}\)Po and dust (Fig. 7.5) — is then

\[
A_T(t, t_{\text{exp}}) = A_{Po}(t, t_{\text{exp}}) + A_{\text{dust}}(t, t_{\text{exp}})
\]

(7.6)

The values \( R_{Pb} \) and \( S_{\text{dust}} \) can be separated from the other parts of \( A_{Po}(t, t_{\text{exp}}) \) and \( A_{\text{dust}}(t, t_{\text{exp}}) \) respectively, yielding time-dependent functions that also depend on the exposure time

\[
A_T(t, t_{\text{exp}}) = R_{Pb}f(t, t_{\text{exp}}) + S_{\text{dust}}g(t, t_{\text{exp}})
\]
Figure 7.5. The model of total activity (solid red curve, Equation 7.6) from $^{210}$Po (dashed yellow curve) and dust (dashed green curve). The vertical line indicates the end of the 83 day exposure of our HDPE and copper samples to the SNOLAB environment. The case of no contribution from dust is also shown (dot-dashed blue curve, Equation 7.3). Both models (with and without dust) are fit to a measurement at approximately 90 days, which is why they agree at that time. The impact of ignoring dust is seen as a potential future overestimate of activity.
With two measurements of activity spaced adequately apart \((t = t_1, t = t_2)\), and with a known exposure time, \(R_{Pb}\) and \(S_{dust}\) can be found from a linear system of equations

\[
\begin{pmatrix}
A_T(t_1, t_{exp}) \\
A_T(t_2, t_{exp})
\end{pmatrix}
= \begin{pmatrix}
f(t_1, t_{exp})
g(t_1, t_{exp})
f(t_2, t_{exp})
g(t_2, t_{exp})
\end{pmatrix}
\begin{pmatrix}
R_{Pb} \\
S_{dust}
\end{pmatrix}
\]

\(7.7\)

7.4. Measurements

Assays were performed using the XIA UltraLo-1800 alpha particle counter. The UltraLo-1800 is the most sensitive instrument available for the detection of alpha particles from the decay of \(^{210}\)Po. The detector is an ionization counter which uses an argon-filled volume with a lower grounded electrode and an upper set of positively charged electrodes, illustrated in Fig. 7.6. The lower electrode also acts as a tray which holds the sample to be assayed. The anode sits directly above the sample and can operate in one of two modes which cover an area of 707 or 1800 cm\(^2\) respectively. A guard electrode surrounds the anode. Signals from the electrodes are amplified, digitized, and processed by a pulse-shape analyzer. Pulse-shape discrimination gives the UltraLo-1800 the ability to identify the vertical location of alpha particle emission. This makes it possible to identify alphas from the sample, or those emitted in the elsewhere in the volume. The guard electrode allows for the identification of alphas emitted from the sides of the volume.

The simulation program TRIM [168] was used to simulate the implantation of radon daughters into polyethylene and copper. Also examined were the exiting energy of alphas from \(^{210}\)Po decays. From this simulation, \(\sim 98\%\) of all exiting alphas are expected to have energy within the 2.0–5.8 MeV range after taking the UltraLo-1800 resolution into account. In this study, calculations of total alpha activity from each panel are made by integrating over this energy range. The measured surface activity of each panel is illustrated in Fig. 7.7.

7.4.1. Pre-exposure Assays
Figure 7.6. The XIA UltraLo-1800 alpha particle counter. The sample sits at the bottom of the argon-filled counting chamber. The pulse-shapes from the anode and guard make it possible to distinguish alphas emitted near the anode (top inset), the guard (bottom right inset) or the sample (bottom left inset). Adapted from Ref. [180].
Figure 7.7. Efficiency-corrected surface alpha activity of each HDPE sample used in the analysis (see also Table 7.4). The HDPE samples were exposed underground at SNOLAB for 83 days, then measured 10 and 90 days after the end of the exposure (“Meas. 1” and “Meas. 2” respectively). There is a clear $^{210}$Po peak centered at 5.3 MeV. The low-energy tails are more extensive than that expected from TRIM simulations, so this may correspond to energy losses from surface roughness.
After cleaning all copper and polyethylene samples with Radiacwash™, deionized water, and isopropyl alcohol, three polyethylene panels (all from the same stock) and all four copper panels were assayed with the UltraLo-1800 to measure baseline activity. Emissivity in the 2–10 MeV and 2.0–5.8 MeV ranges were examined to determine the samples’ surface activities prior to exposure underground at SNOLAB. The results are summarized in Table 7.3. The activities were found to be sufficiently low to ensure that any surface contamination accumulated at SNOLAB would be clearly identifiable.

7.4.2. Control Samples

Two polyethylene samples were used as control samples and not initially brought underground. They were instead left in a surface building at SNOLAB in the nylon bags they were shipped in. At the very end of the exposure period, these control samples were brought underground, briefly removed from their nylon shipping bags, and packed with the other samples for the return trip to SMU where the alpha activity was measured. All nylon bags were backfilled with N\(_2\) before shipment.

After returning to SMU, the average alpha activity in the 2–10(2.0–5.8) MeV range was determined to be 196.9 ± 32.0(90.4 ± 21.7) nBq/cm\(^2\). These levels were consistent with the average pre-exposure activities measured for the HDPE samples in Table 7.3. It was therefore concluded that no significant increase in activity was acquired from the shipping and transport of the samples.

Table 7.3. Initial alpha activity of polyethylene and copper samples after initial cleaning and prior to exposure at SNOLAB.

<table>
<thead>
<tr>
<th>Material</th>
<th>Pre-exposure Activity (nBq/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2–10 MeV</td>
</tr>
<tr>
<td>HDPE</td>
<td>187.5 ± 25.6</td>
</tr>
<tr>
<td>Copper</td>
<td>524.9 ± 71.1</td>
</tr>
</tbody>
</table>
7.4.3. Exposed Samples

Samples were rebagged as described in Section 7.2 and shipped back to SMU after the 83 day exposure. Each sample was then measured in the UltraLo-1800 approximately 10 days after the end of the exposure period, providing a first measure of the total surface alpha activity due to $^{210}$Po and dust. The samples were then rebagged and stored for $\sim$80 days in an acrylic cabinet purged with low-radon liquid-nitrogen boil-off gas. A follow-up measurement was performed to obtain the time dependence of the surface activity, thus allowing Equation 7.4 to be solved for $R_{\text{Pb}}$ and $S_{\text{dust}}$. The estimated $^{210}$Pb and dust contamination rates are summarized in Table 7.4. The measured spectra for one of the HDPE samples are shown in Fig. 7.7, and all measured HDPE alpha rates are shown in Fig. 7.8.

Table 7.4. Determined values of $R_{\text{Pb}}$ and $S_{\text{dust}}$ from Equation 7.7 for each sample and weighted averages. HDPE samples 7 and 8 were measured during a period of high noise in the UltraLo-1800 and have been excluded from the analysis.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Site</th>
<th>$R_{\text{Pb}}$ ($\text{atoms day cm}^{-2}$)</th>
<th>$S_{\text{dust}}$ ($\text{nBq day cm}^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDPE 1</td>
<td>1</td>
<td>257.0 ± 26.2</td>
<td>19.6 ± 8.1</td>
</tr>
<tr>
<td>HDPE 2</td>
<td>1</td>
<td>334.0 ± 31.7</td>
<td>15.8 ± 10.6</td>
</tr>
<tr>
<td>HDPE 3</td>
<td>2</td>
<td>278.1 ± 28.5</td>
<td>34.7 ± 10.8</td>
</tr>
<tr>
<td>HDPE 4</td>
<td>2</td>
<td>385.9 ± 36.1</td>
<td>4.0 ± 14.7</td>
</tr>
<tr>
<td>HDPE 5</td>
<td>3</td>
<td>155.6 ± 33.6</td>
<td>69.4 ± 12.5</td>
</tr>
<tr>
<td>HDPE 6</td>
<td>4</td>
<td>150.8 ± 25.0</td>
<td>15.5 ± 9.2</td>
</tr>
<tr>
<td>Copper 1</td>
<td>1</td>
<td>413.8 ± 11.8</td>
<td>4.5 ± 9.8</td>
</tr>
<tr>
<td>Copper 2</td>
<td>1</td>
<td>443.6 ± 17.8</td>
<td>4.9 ± 8.4</td>
</tr>
<tr>
<td>Average HDPE</td>
<td></td>
<td>248.6 ± 12.0</td>
<td>24.9 ± 4.3</td>
</tr>
<tr>
<td>Average Copper</td>
<td></td>
<td>422.9 ± 9.9</td>
<td>4.7 ± 6.4</td>
</tr>
</tbody>
</table>
7.5. Discussion

The model developed in this study is useful for predicting activity over time, and also the peak activity for a given exposure time. Contributions to total activity from radon diffusion or dust are also further detailed in this section.

7.5.1. Peak Activity

With $R_{Pb}$ and $S_{dust}$ determined, it is possible to calculate the time at which maximum alpha activity occurs as a function of the exposure time:

$$t_{max}(t_{exp}) = \frac{1}{\lambda_{Po} - \lambda_{Pb}} \ln \left[ \frac{e^{(\lambda_{Po}t_{exp})} - 1}{e^{(\lambda_{Po}t_{exp})} - 1} \right]$$ (7.8)

Using Equation 7.8 for $t$ in Equation 7.6 yields the maximum activity for any exposure time. If a predetermined maximum activity is desired, this configuration of Equation 7.6 can be solved for $t_{exp}$ to determine the maximum allowable exposure time.

7.5.2. Contributions From Diffusion

Radon can diffuse several millimeters into HDPE. For exposure times that are long relative to the half-life of $^{222}$Rn ($t_{1/2} = 3.8$ d), $^{210}$Po activity will increase as $4.5 \pm 1.0$ pBq/cm$^2$/day/(Bq/m$^3$) [181]. From SRIM calculations, a 5.3 MeV alpha has a projected range in HDPE of 37 $\mu$m, leaving 4.5% of the total diffusion-related activity within range to exit the bulk. Of the alphas that manage to exit, 19% will have an energy greater than the 2.0 MeV threshold used in this analysis. Finally, the UltraLo-1800 will only count $\sim 50\%$ of all alphas (those emitted upwards). For an 83 day exposure in the 135 Bq/m$^3$ SNOLAB environment, the total expected diffusion-related activity measured in the UltraLo-1800 is 0.2 nBq/cm$^2$. All of the samples measured greater than 2300 nBq/cm$^2$, so diffusion-related activity was not expected to contribute to the overall determination of the $R_{Pb}$ and $S_{dust}$ parameters.
Figure 7.8. Measurements of the HDPE samples plotted over the 95% confidence interval of Equation 7.4 with $R_{\text{Pb}}$ and $S_{\text{dust}}$ taken from the weighted averages in Table 7.4. Time is measured from the beginning of the exposure at SNOLAB.
7.5.3. Activity From Dust

Previous studies in SNOLAB technical reports have assessed dust fallout and activity in the norite, shotcrete and concrete materials in the mine and lab. While SNOLAB advertises itself as a Class 2000 clean room, the measured particle-count levels from this study were consistent with Class 1000. If an assumed typical Class 1000 dust fallout rate of 10 ng/hr/cm$^2$ is used with an average dust density of 2.5 g/cm$^3$, dust would deposit at a rate of $\sim$96 nm/day yielding an 8 $\mu$m layer at the end of exposure in this study.

In determining the total expected dust activity per kg, emanation efficiency losses were considered. Radon is likely to have been flushed out by the argon gas flow in the UltraLo-1800, so the expected alpha rate from $^{222}$Rn and its progeny were reduced by 20% [182]. In the thorium series, $^{220}$Rn may have decayed while still in the UltraLo-1800 ($t_{1/2} = 56$ s). An assumed 75% of these decays plated onto a nearby surface. Taking the ratio of the sample size to UltraLo-1800 tray size, it was expected that the total alpha rate from $^{220}$Rn and its progeny was reduced by 14%. Based on the measured activity of norite, shotcrete and concrete at SNOLAB [147], the total U and Th chain alpha activity was $\sim$150 Bq/kg, or $\sim$36 nBq/day/cm$^2$ from dust activity accumulation.

A different activity measurement was made for dirt from the vacuum cleaners in the clean room area of SNOLAB (64.2 Bq/kg, [148]). If this value is used for activity in dust, that would translate to an expected growth rate of $\sim$15 nBq/day/cm$^2$. Without knowing the filtration level of the vacuum filter or bag, this was taken as a reasonable lower limit. For polyethylene, the determined value of 24.9±4.3 nBq/day/cm$^2$ falls closer to the estimate based on rock activity and typical Class 1000 fallout rates. The lower rate determined from the copper samples may be further evidence of surface roughness on the polyethylene samples, which could trap and hold dust particles better during shipping and handling as compared to the smoother surfaces of copper.
7.5.4. Differences in HDPE and Copper

The HDPE samples showed a markedly lower plate-out rate for $^{210}$Pb and higher dust accumulation as compared to copper. Surface roughness effects may explain both the higher dust-capture rate and the longer low-energy tails. The higher plate-out rate for copper may indicate a higher bonding strength with radon progeny. One copper sample was cleaned with isopropyl alcohol and given a third measurement, showing a modest 16% reduction from the expected activity for that measurement time assuming no cleaning was performed. Comparitively, an HDPE sample cleaned the same way showed a 90% reduction from expected activity for that measurement time. The same copper sample was further cleaned with Radiacwash™ and deionized water, showing a $\sim$60% reduction from expected activity for that measurement time.

7.5.5. Location Dependence

There was not a strong case for suggesting a difference in plate-out rate for different locations, except possibly for the panels placed in Room 131. While there are no doors or barriers between any of the sites, there are two large air handlers above Room 127 and Room 131. The lower plate-out rates for samples 6 and 7 may be explained by a difference in the airflow rate immediately nearby the individual air handlers. There did not seem to be a strong case for a difference in plate-out rate for samples placed at different heights or proximity to walls.

7.6. Exposure Timing for SuperCDMS SNOLAB

The projected sensitivity of the SuperCDMS SNOLAB experiment currently assumes a peak $^{210}$Pb contamination of 10,000 nBq/cm$^2$ for the surfaces of the polyethylene shield [68]. The original exposure limit was 100 days assuming an environment with 130 Bq/m$^3$ of radon activity. Dust was not included in this estimate, and was assumed to contribute $\leq$ 850 nBq/cm$^2$ of further contamination.
Results from this study indicate that this limit would be reached after \( \sim 39 \) days in the measured SNOLAB environment (135 Bq/m\(^3\)), less than half the previously anticipated time. In this time, dust will add 972 nBq/cm\(^2\) of activity, about 15\% higher than previously predicted. The results of this study have informed the construction process and exposure will be limited accordingly.
Part III

Condensed Matter Physics & CDMS Analysis
Chapter 8
A Fast Parallel Algorithm for Condensed Matter Physics

Calculations of crystal potentials or force interactions, whether through molecular dynamics or classical potentials, rely on functions of distances \( f(r) \) between many atoms. In either case, computational complexity and time limit the precision with which values are calculated. Even in the case of classical potentials, which are less computationally intense, crystal simulations and calculations are usually limited to the millions of atoms, with determined values often having fewer significant figures than a single-precision float\(^1\).

Classical potential fitting has also become more complex in attempts to adapt a single model to a greater number of situations. The Lennard-Jones potential [183] is simple and widely used for its computational speed. However, much more accurate models exist. The Buckingham potential [184] expanded on the Lennard-Jones potential, replacing the Pauli repulsive term with an exponential function but at computational cost. The Stillinger-Weber potential [127] (hereafter SW potential) was proposed as a further improvement. It takes into account not just the distance between atoms but also the angles of their bonds in a new 3-body term.

Improvements on the classical potentials have thus progressed for decades [128, 185–187], with attempts to find a potential model that works not only with perfects crystals, but those with point defects, plane defects, and more. A fitted formula in one situation (temperature, lattice, atomic composition) often does not suitably agree with experimental values from another. As such, the potentials grow ever more complex, and determining parameters comes at greater computational cost, but the objective of a more universal model remains a priority.

\(^1\)Depending on the implementation, single-precision floats have 6–9 significant decimal digits of precision. The IEEE 754 float has seven decimal digits of precision and is one of the most common implementations.
Rather than limiting calculations to a small number of atoms and thus limited precision, or expanding computational time which schedules and resources may not permit, a faster optimized algorithm could be used to achieve better and/or less computationally costly results. Additionally, potentials with arbitrary cut-off values that are often used to shorten compute time can be relaxed for better fitting of other parameters and more realistic simulation. An adaptive algorithm is also ideally suited for studies of non-ideal lattices with defects, vacancies or other imperfections.

The inclusion of contributions from more distant atoms or those with defect locations should also come with questions about the precision of the implemented variables. For example, a single interstitial defect sufficiently far away from a reference atom may not affect the total potential energy, but a plane defect at the same distance may have significant contributions when all atoms across the plane are considered. Thus, it may be beneficial to use very high-precision variables in computation, further advancing the need for a faster algorithm.

8.1. Computational Approach

Potential and force calculations in a crystal depend on distances between pairs of atoms. Any summation over lattice points will first require the calculation of the distance between these atoms $r_{ij}$, and then application of some function $f(r_{ij})$ to that distance. The value of $f$ is included in the total sum. The algorithms presented here can be used for any such distance-dependent function.

For illustrative purposes, the Lennard-Jones potential is used as an example of the computational power of this new algorithm. Further extensions and adaptations of the same algorithm to other functions and potentials are discussed in Section 8.2.

There are many common techniques to optimize algorithms such as avoiding the repetitive calculation of the same value in nested loops. Likewise there are algorithms to avoid round-off error such as the Kahan summation algorithm [188]. These common tools are omitted.
from the algorithms presented here to more clearly show the logic structure, and to more clearly demonstrate the methods applied.

8.1.1. An Illustrative Example

The Lennard-Jones potential [183] is a simple but widely-used potential energy formula. The total potential energy of a crystal with \( N \) atoms is described by the sum of Equation 8.1 between all pairs of atoms. The constant parameter \( \sigma \) is the distance at which the potential is zero due to the attractive and repulsive terms canceling. The parameter \( \epsilon \) is the maximum depth of the potential well. Both parameters are determined from experimental measurements, and \( d_j \) is the distance from a fixed reference atom to any other atom \( j \) as a multiple of the nearest-neighbor distance.

\[
U_{\text{tot}} = 2N\epsilon \left[ \sum_{j=1}^{\infty} \left( \frac{\sigma}{d_j} \right)^{12} - \sum_{j=1}^{\infty} \left( \frac{\sigma}{d_j} \right)^{6} \right]
\]  

(8.1)

To simplify calculations, it is useful to separate the \( d_j \) terms and examine them independently

\[
L_p \equiv \sum_{j=1}^{\infty} \left( \frac{1}{d_j} \right)^{p}
\]  

(8.2)

It is seen that Equation 8.1 can be determined by first calculating these lattice constants \( L_p \) for \( p = 6 \) and \( p = 12 \). The \( p = 6 \) term represents the attractive van der Waals force, whereas the Pauli exclusion principle is responsible for the repulsive \( p = 12 \) term. The choice of \( p = 12 \) is not fully motivated from first principles, so it is useful to compute a range of \( p \) values. For \( p < 4 \), the series does not converge [189], and for \( p > 30 \), the series is seen to converge to the coordination number of the lattice. While any real value of \( p \) could be computed, this example uses integer values for comparison to other published results which also examine integer values of \( p \) [189,190].

To achieve a useful value of the lattice constants \( L_p \) in Equation 8.2, the series need only converge to the precision required. The double-precision float has \(~15\) decimal digits, and is a very fast variable to use with most modern compilers. Results have been published for the
simple cubic (SC), face-centered cubic (FCC), body-centered cubic (BCC), hexagonal-close-
pack (HCP) lattices with up to 15 decimal digits [189], but not every term published has
actually converged to the precision given, especially for \( p < 12 \). The diamond (DIA) lattice
has been published up to 9 decimal digits [190], roughly the precision of a 32-bit single-
precision float. To fully demonstrate the power of the algorithms in this work, the Portable,
Extensible Toolkit for Scientific Computation (PETSc) [191] was used to implement 128-bit
floats to achieve 32 decimal digit precision.

8.1.2. Brute Force Method

Consider a SC lattice whose side length is \( D \), and whose unit cell has a side length of
1 in arbitrary units. To calculate a distance-dependent function \( f(r_{ij}) \) over all lattice sites
such as Equation 8.2, three nested for-loops can be invoked to cover a 3-dimensional grid.
Each integer value of the respective loop variables \((X, Y, Z)\) represent the coordinates of a
particular atom. Sweeping from \(-(D/2)\) to \((D/2)\) in all three loops covers all \((D+1)^3\) atoms
in the cube.

The distance \( d_j \) from the origin to any other atom \( j \) is \( \sqrt{X^2 + Y^2 + Z^2} \) so the program
structure then is described by Algorithm 1.

\begin{algorithm}
\caption{Brute Force Method}
\begin{algorithmic}
\State \( L_p = 0 \)
\For {\( X \leftarrow -(D/2) \) to \((D/2)\)}
    \For {\( Y \leftarrow -(D/2) \) to \((D/2)\)}
        \For {\( Z \leftarrow -(D/2) \) to \((D/2)\)}
            \If {\( X = 0 \text{ and } Y = 0 \text{ and } Z = 0 \)}
                \State Next
            \Else
                \State \( L_p += \frac{1}{(X^2 + Y^2 + Z^2)^p/2} \)
            \EndIf
        \EndFor
    \EndFor
\EndFor
\State return \( L_p \)
\end{algorithmic}
\end{algorithm}
The if-statement is present to avoid the $\frac{1}{6}$ term (at the origin) which would otherwise set $L_p$ equal to infinity or NaN. At this point, knowing that there will be $(D+1)^3$ if-statements checked in every run of Algorithm 1, it is worth finding how many terms will be necessary for this sum to converge.

8.1.3. The Convergent Series

Depending on the implementation of the 128-bit floats\(^2\), these variables yield $\sim32$ decimal digits for each term. Finding where Equation 8.2 converges then requires additional terms to be equal to or less than $10^{-33}$ (in arbitrary units). Finding the coordinates of where $L_{p_j} = 10^{-33}$ yields little benefit, however, as that is only the value of one such term, and there may be many such terms at that distance.

For example, let $L_{p_j} = \frac{1}{(X_j^2+Y_j^2+Z_j^2)^{p/2}} = 10^{-33}$ for atom $j$ at $(X_j, Y_j, Z_j)$, and let $Y_j = Z_j = 0$ for simplicity. In the brute force method described above, the algorithm will still be computing approximately $R^2$ more terms for the face at $X_j = R$. Moreover, there will be six such faces to add to the total sum. Higher distances decrease the value of each $L_{p_j}$ term, but there are more terms to the total sum at some fixed $R$, slowing down the convergence of the series with increasing distance as illustrated in Fig. 8.1. The slow convergence of $L_p$ can be shown by calculating the total amount added to $L_p$ from adding one layer at a fixed $R$ distance. For $L_6$, the total value added from one layer at distance $R$ goes as $1/R^4$ as shown in Equation 8.3. This is determined by integrating Equation 8.2 with respect to $Y$ and $Z$ for $p=6$ and $X=R$. That result is multiplied by 6 for symmetry. While an exact result requires the actual summation in Equation 8.2, this result is useful for determining how many terms are required for convergence to a particular precision.

\[
\begin{align*}
\text{Sum}_{p, \text{face}@R} & \propto \frac{1}{R^{(p-2)}} \\
\text{Sum}_{6, \text{face}@R} & = 6 \times \frac{2 + 15\sqrt{2}\text{ArcCot}\sqrt{2}}{12R^4} \approx \frac{7.52815}{R^4} \quad (8.3)
\end{align*}
\]

\(^2\)The IEEE-754 floating point standard defines quadruple-precision, 128-bit floats. These are implemented differently by various compilers as long-double, __float128, PetscReal, and others.
8.1.4. Computational Analysis to Improve Performance

In nested loops and three-dimensional problems, performance gains can be found by avoiding repeated calculations, exploiting symmetries of the problem, and leveraging the advantages of high-performance computing clusters.

8.1.4.1. Avoiding Unnecessary Operations

In the simple case of Algorithm 1, the \((D+1)^3\) if statements can be avoided by structuring the program to calculate different regions of the same cube, none of which contain the \((0,0,0)\) position as illustrated by Fig. 8.3. There are now six regions to consider: two rectangular...
Figure 8.2. Average value of terms added to $L_p$ across the face at some fixed $R$ versus the distance $R$. One can draw a horizontal line across the graph at the desired precision on the vertical axis. Where that line intersects each $p$ function will be approximately the distance required to converge the sum at that precision.
parallelepipeds, two planes, and two lines. The loops for these regions are executed in serial as described in Algorithm 2.

Figure 8.3. The six volumes to loop over, automatically avoiding the unit cell at the origin. The red regions indicate the 2-dimensional face planes, and the green regions are the 1-dimensional axes.

8.1.4.2. Parallelization

Since each individual $L_{p_i}$ value is independent of every other $L_{p_j}$, Algorithm 2 is an excellent candidate for parallelization via MPI [192]. The parallelization of these nested for–loops, however, requires the following careful prescription such that each thread does approximately the same amount of work, and the entire 3-dimensional grid of lattice points is covered. For $NumProcs$ threads, one cannot simply set thread number $MyID$ to cover a range of $(D/NumProcs)$ in $(X/Y/Z)$ as can be trivially done in the case of a 1-dimensional
Algorithm 2 Broken Down into Six Separate Regions

\[ L_p = 0 \]

// Cube Volumes

for \( X \leftarrow -(D/2) \) to \((D/2)\) do
  for \( Y \leftarrow -(D/2) \) to \((D/2)\) do
    for \( Z \leftarrow -(D/2) \) to \(-1\) do
      \[ L_p += \frac{1}{(X^2+Y^2+Z^2)^{p/2}} \]
  for \( X \leftarrow -(D/2) \) to \((D/2)\) do
    for \( Y \leftarrow -(D/2) \) to \((D/2)\) do
      for \( Z \leftarrow 1 \) to \((D/2)\) do
        \[ L_p += \frac{1}{(X^2+Y^2+Z^2)^{p/2}} \]

// Faces @ \( Z = 0 \)

for \( X \leftarrow -(D/2) \) to \((D/2)\) do
  for \( Y \leftarrow -(D/2) \) to \(-1\) do
    \[ L_p += \frac{1}{(X^2+Y^2)^{p/2}} \]
  for \( X \leftarrow -(D/2) \) to \((D/2)\) do
    for \( Y \leftarrow 1 \) to \((D/2)\) do
      \[ L_p += \frac{1}{(X^2+Y^2)^{p/2}} \]

// Axes @ \( Y = 0 \) and \( Z = 0 \)

for \( X \leftarrow -(D/2) \) to \(-1\) do
  \[ L_p += \frac{1}{X^p} \]

for \( X \leftarrow 1 \) to \((D/2)\) do
  \[ L_p += \frac{1}{X^p} \]

return \( L_p \)
array. Instead, the original cube from Algorithm 1 is broken down into $\text{NumProcs}$ inter-penetrating cubes with a different basis. This allows every thread to compute $\frac{(D+1)^3}{\text{NumProcs}}$ elements of $L_p$, the results of which can be combined at the end of the algorithm. The integer basis of each new lattice is computed as follows

$$\text{Basis} = \text{Floor}(\sqrt[3]{\text{NumProcs}}) \quad (8.4)$$

The initial $(X,Y,Z)$ position of each thread is

$$X_i = (\text{MyID}\%\text{Basis}) + (D/2)$$
$$Y_i = (\text{Floor} \left\lfloor \frac{\text{MyID}}{\text{Basis}} \right\rfloor \%\text{Basis}) + (D/2) \quad (8.5)$$
$$Z_i = (\text{Floor} \left\lfloor \frac{\text{MyID}}{\text{Basis}^2} \right\rfloor \%\text{Basis}) + (D/2)$$

Fortunately, only one thread (hereafter the origin thread) will pass through the $(0,0,0)$ position. All other threads can execute a fast triple-nested for–loop described by Algorithm 3. Figure 8.4 highlights an example of sites covered by Algorithm 3 for an eight-thread parallel execution. The origin thread will execute a slightly modified version of Algorithm 2. The origin thread is identified as

$$k = (D/2)\%\text{Basis}$$

$$\text{OriginThreadNum} = k * \text{Basis}^2 + k * \text{Basis} + k$$

A simple MPI summation is performed at the end of the program, and the result is returned.

One caveat with this prescription is that it requires $\text{NumProcs}$ to have an integer cube root. On small clusters with a limited number of threads, this can prevent the full utilization of this method. However, even consumer processors are widely available in 8-core (or more)
Algorithm 3 Invoked in Parallel (Threads other than origin thread)

\[ L_p = 0 \]

... set \( X_i, Y_i, Z_i \)... 

for \( X \leftarrow X_i \) to \(-(D/2)\) in steps of \(-Basis\) do 
  for \( Y \leftarrow Y_i \) to \(-(D/2)\) in steps of \(-Basis\) do 
    for \( Z \leftarrow Z_i \) to \(-(D/2)\) in steps of \(-Basis\) do 
      \[ L_p + \frac{1}{(X^2 + Y^2 + Z^2)^{p/2}} \]
  
... MPI summation ...

return \( L_{p,\text{total}} \)

configurations which is the minimum number required. More flexible methods not requiring a cubic number of threads are possible, but result in reduced performance. The cluster used for this example (Southern Methodist University’s ManeFrame) has over 1,100 CPU nodes available, each with eight cores, making over 8,800 simultaneous threads possible, eliminating the need for programming more flexible methods.

8.1.4.3. Exploiting Symmetry

In the case of the SC lattice, the calculation of \( L_p \) can be shortened by considering that the cube is made of eight identical, smaller pieces corresponding to each octant. Therefore, a speedup of almost eightfold can be found by calculating only one of these octants and multiplying the end result. However, the algorithmic range of each octant is not as obvious as it seems. There are unit cells along the planes between octants whose atoms need to have their contributions handled carefully as some of the atoms sit astride different octants as illustrated in Fig. 8.5, and likewise for cells along the axes. For unit cells immediately adjacent other octants, consider these as being in separate volumes called the axis or face volumes as illustrated in Fig. 8.6. The remaining cells are considered to be in one of eight cubic volumes spanning the rest of each octant. Therefore, in the entire lattice, there are
Figure 8.4. Example of atom sites in the SC lattice that are looped over by a single thread (blue) for an 8-thread invocation of Algorithm 3. The remaining green sites are divided among the other seven threads. In a real lattice, the spheres should be uniform and expanded to fill the maximum volume possible, but are shown with different sizes here for clarity.
eight cubic volumes, 12 face volumes, and six half-axis volumes. In the case of the SC lattice, one need only calculate the sum of a single cubic volume \( L_{\text{cube}} \), a single face \( L_{\text{face}} \), and a single half-axis \( L_{\text{axis}} \) to determine \( L_p \) as shown in Equation 8.6.

![Figure 8.5. SC unit cells are shown along the plane at \( X = 0 \). The atoms (shown in yellow; not to scale) can be shared between different octants at such a plane.](image)

\[
L_p = [L_{\text{cube}} + (1.5 \times L_{\text{face}}) + (0.75 \times L_{\text{axis}})] \times 8 \tag{8.6}
\]

The values 1.5 and 0.75 arise in Equation 8.6 from the fact that there are 12 faces and six half-axes that should contribute equally to each of the eight octants, so \( \frac{12}{8} \) for the faces, and \( \frac{6}{8} \) for the axes. The new serial algorithm, which automatically avoids the origin, can be written compactly as in Algorithm 4.

To parallelize this, the basis is calculated as before, but the same basis does not hold for calculation of the face or axis (2- and 1-dimensional arrays, respectively). The calculation of those bases is described in Algorithm 5. When looping through the cube, face, or axis volume as described in Algorithm 6), the values of \((X_i, Y_i, Z_i)\) must be calculated relative to the appropriate basis for that volume. This is done with Equation 8.5 with \( \text{Basis}, \text{Basis}_f \).
Figure 8.6. The shared volumes of the planes and axes between the octants.

Algorithm 4 Symmatrized

\[
L_{\text{cube}} = L_{\text{face}} = L_{\text{axis}} = 0
\]

for \( X \leftarrow (D/2) \) to 1 do

\[
\text{for } Y \leftarrow (D/2) \text{ to 1 do}
\]

\[
\quad \text{for } Z \leftarrow (D/2) \text{ to 1 do}
\]

\[
\quad \quad L_{\text{cube}} += \frac{1}{(X^2 + Y^2 + Z^2)^{p/2}}
\]

\[
\quad \quad L_{\text{face}} += \frac{1}{(X^2 + Y^2)^{p/2}}
\]

\[
\quad \quad L_{\text{axis}} += \frac{1}{X^p}
\]

return \([L_{\text{cube}} + (1.5 \times L_{\text{face}}) + (0.75 \times L_{\text{axis}})] \times 8\)
or $Basis_a$, as needed. Note that the step sizes must be negative since the initial positions are set at points away from the origin. The new algorithm is computed by all threads as there is no need to find an origin thread.

8.1.4.4. Extending the Exploitation of Symmetry: BCC and FCC

For the BCC and FCC lattices, the same exploitation of octants can be used, but with special handling. In this case, the lattices must be thought of as an SC lattice with two and four basis atoms, respectively. The for-loop variables now indicate the coordinates of the new conventional unit cells, instead of just the atoms. The nearest-neighbor distance must be normalized properly to this new conventional unit cell (Table 8.1), and the first triple-nested for-loop in Algorithm 7 can be computed similarly to the SC case, with the additional basis atom(s) added at each unit cell location. However, the face- and axis-cells are handled uniquely.

The multiple counts of basis atoms in Algorithm 7 are due to the way they are “shared” between the octants of the divided cube. Along the face or axis, there are cells where an atom sits astride the plane separating the octants. These atoms should only be counted once. However, there are other basis atoms in the volume of the unit cells immediate next to these planes (or around the axes) which need to be effectively counted once but since the number of faces and axes that are shared is different from the number of octants, they need to be counted with special weights.

**Algorithm 5** Calculation of Basis

\[ T = NumProcs \]

\[ \text{while } (\sqrt{T} - \text{Floor}(\sqrt{T})) > 0 \text{ do} \]

\[ T -- \]

\[ Basis_f = \text{Floor}(\sqrt{T}) \]

\[ Basis_a = NumProcs - T \]
Algorithm 6 Parallelized & Symmatrized

$L_{\text{cube}} = L_{\text{face}} = L_{\text{axis}} = 0$

// Cube Volume

... calculate \( X_i, Y_i, Z_i \) relative to \( \text{Basis} \) ...

for \( X = X_i \) to \( X > 0 \) in steps of \(-\text{Basis}\) do

  for \( Y = Y_i \) to \( Y > 0 \) in steps of \(-\text{Basis}\) do

    for \( Z = Z_i \) to \( Z > 0 \) in steps of \(-\text{Basis}\) do

      \[
      L_{\text{cube}} += \frac{1}{(X^2+Y^2+Z^2)^{p/2}}
      \]

  // Face & Axis

  if \( \text{Basis}_a > 0 \) then

    if \( \text{MyID} < T \) then

      ... calculate \( X_i, Y_i \) relative to \( \text{Basis}_f \) ...

      for \( X = X_i \) to \( X > 0 \) in steps of \(-\text{Basis}_f\) do

        for \( Y = Y_i \) to \( Y > 0 \) in steps of \(-\text{Basis}_f\) do

          \[
          L_{\text{face}} += \frac{1}{(X^2+Y^2)^{p/2}}
          \]

    else

      ... calculate \( X_i \) relative to \( \text{Basis}_a \) ...

      for \( X = X_i \) to \( X > 0 \) in steps of \(-\text{Basis}_a\) do

        \[
        L_{\text{axis}} += \frac{1}{X^p}
        \]

  else

    ... calculate \( X_i, Y_i \) relative to \( \text{Basis}_f \) ...

    for \( X = X_i \) to \( X > 0 \) in steps of \(-\text{Basis}_f\) do

      for \( Y = Y_i \) to \( Y > 0 \) in steps of \(-\text{Basis}_f\) do

        \[
        L_{\text{face}} += \frac{1}{(X^2+Y^2)^{p/2}}
        \]

        ... set \( X_i \) as \( \text{ProcID} + D \) ...

    for \( X = X_i \) to \( X > 0 \) in steps of \(-\text{NumProcs}\) do

      \[
      L_{\text{axis}} += \frac{1}{X^p}
      \]

    ... MPI summation ...

return \([L_{\text{cube}} + (1.5 \times L_{\text{face}}) + (0.75 \times L_{\text{axis}})] \times 8\)
Algorithm 7 FCC - Symmatrized

$L_{\text{cube}} = L_{\text{face}} = L_{\text{axis}} = 0$

$n = 2.0$ // n = Normalization factor

// Basis atom offsets
$b2x = 0.5; b2y = 0.5; b2z = 0.0$
$b3x = 0.0; b3x = 0.5; b3z = 0.5$
$b4x = 0.5; b4y = 0.0; b4z = 0.5$

for $X \leftarrow (D/2)$ to 1 do
  for $Y \leftarrow (D/2)$ to 1 do
    for $Z \leftarrow (D/2)$ to 1 do
      // First basis atom
      $R = (X^2 + Y^2 + Z^2) * n$
      $L_{\text{cube}} += \frac{1}{R^{5/2}}$
      // Second basis atom
      $R = ((X + b2x)^2 + (Y + b2y)^2 + (Z + b2z)^2) * n$
      $L_{\text{cube}} += \frac{1}{R^{5/2}}$
      ... similarly for the other basis atoms ...

      $R = (X^2 + Y^2) * n$
      $L_{\text{face}} += \frac{1}{R^{5/2}}$
      ... then count basis atom 2 once ...
      ... then count basis atoms 3 & 4 twice ...

      $R = (X^2) * n$
      $L_{\text{axis}} += \frac{1}{R^{5/2}}$
      ... then count basis atom 2 twice ...
      ... then count basis atom 3 four times ...
      ... then count basis atom 4 once ...

return $[L_{\text{cube}} + (1.5 \times L_{\text{face}}) + (0.75 \times L_{\text{axis}})] \times 8$
Consider the unit cells spanning the X-Y plane of a single octant. To minimize calculations, it is possible to compute only terms from these cells and use symmetry to apply the results to the Y-Z and X-Z planes. In the case of the SC lattice, all atoms sit astride the axes and faces evenly, so no special counting or weighing is needed. In the FCC case, two of the atoms sit evenly across the X-Y plane, and two are mirrored as illustrated by Fig. 8.7. These mirrored atoms must be counted twice as in Algorithm 7, and then the total contribution from the face can be added to the sum.

Figure 8.7. Conventional FCC unit cells along the X-Y plane (red). For face terms, the shared atoms (yellow spheres) are counted once in Algorithm 7, whereas the mirrored atoms (solid blue spheres) must be counted twice to make full use of symmetry. The faded blue spheres indicate which atoms are mirroring those indicated by the solid blue atoms. Gray spheres indicate other FCC atoms in other unit cells along the red plane.

Similar to the faces, the algorithm need only compute the unit cells along a single half-axis. In the case of cells along the X-axis, the first basis atom is counted once as it is shared evenly between all four unit cells located around around the axis. The second and fourth basis atoms described in Algorithm 7 are shared evenly between two cells and mirrored across
one plane, so they are each counted twice. The third basis atom is mirrored in all four unit cells along the axis, so it is counted four times.

In the BCC structure, the same mirroring principle applies: the second basis atom is counted once for cells in the 3-dimensional volume spanned, twice for cells along the face, and four times for cells along the axis.

Table 8.1. Number of basis atoms and normalization factors in the conventional unit cells for each lattice.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Basis Atoms</th>
<th>Normalization Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BCC</td>
<td>2</td>
<td>$\frac{4}{3}$</td>
</tr>
<tr>
<td>FCC</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>DIA</td>
<td>12</td>
<td>$\frac{16}{3}$</td>
</tr>
</tbody>
</table>

8.1.4.5. Extending the Exploitation of Symmetry: DIA

For the diamond lattice, the conventional unit cell is essentially an FCC conventional cell with the addition of four more basis atoms within the volume of the cell at the tetrahedral positions. The algorithm requires further special handling due to the asymmetry of the tetrahedral positions across one axis. In the BCC and FCC cases, the symmetry between octants obeys rotational symmetry. This can be seen by rotating the view 90 degrees about any axis resulting in viewing the exact same configuration of atoms. However, the diamond lattice does not have this symmetry. If the diamond lattice is rotated 90 degrees, the tetrahedral atoms appear at different distances. This lack of symmetry is depicted in Fig. 8.8.

Rather than settling for only a four-fold speedup from symmetrization, a new conventional unit cell can be fashioned that, while physically unrealistic, presents the same mathematical results as a real DIA lattice for this calculation. The new conventional unit cell has 12 basis atoms where four are the usual FCC-like atoms, four are the original tetrahedral atoms, and
Figure 8.8. Two conventional cells of the DIA lattice are shown. Distances to the tetrahedral atoms are not the same when rotating 90 degrees about any point. The blue spheres are the FCC-like basis atoms, and the red spheres indicate the tetrahedral atoms. The sizes of the spheres are not indicative of the sizes of the atoms at these sites.

an additional four atoms occupy the location of where the tetrahedral atoms would appear to be if the viewer rotates 90 degrees as illustrated in Fig. 8.9.

In this case, the tetrahedral atom contributions to $L_p$ need to be counted for half of what they would in the previous case since there are now twice as many. Counting in this manner yields an identical mathematical result from any other approach, but allows for an eight-fold speedup by only calculating one octant. The exact weights for each basis atom in each volume of the algorithm are described in Table 8.2.

8.1.4.6. Extending the Exploitation of Symmetry: HCP

Due to the hexagonal nature of the HCP lattice, a completely different approach is used. Using the fact that the HCP lattice has alternating layers (ABABAB) and that those layers have alternating and repeating rows, the structure can be logically constructed as four interpenetrating orthorhombic sublattices. One sublattice must be chosen to contain the $(0, 0, 0)$ position whereas the others are identical in shape but offset from this first sublattice.
Figure 8.9. The 12-basis-atom conventional unit cell for calculations involving the diamond lattice. The orange spheres indicate the additional tetrahedral atoms.

Table 8.2. Conventional DIA lattice basis atoms (2-8) and additional tetrahedral basis atoms (9-12) for use in Algorithms 4 and 6. The Cube Multiple represents the numerator used for the \( L_{\text{cube/face/axis}} + = \) lines in psuedocode.

<table>
<thead>
<tr>
<th>Basis Atom (X,Y,Z)</th>
<th>Cube Multiple</th>
<th>Face Multiple</th>
<th>Axis Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (0,0,0)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2 (1/2,1/2,0)</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3 (0,1/2,1/2)</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4 (1/2,0,1/2)</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5 (1/4,1/4,1/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>6 (3/4,3/4,1/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7 (3/4,1/4,3/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>8 (1/4,3/4,1/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>9 (1/4,1/4,3/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>10 (3/4,3/4,3/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>11 (3/4,1/4,1/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>12 (1/4,3/4,1/4)</td>
<td>0.5</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>
as illustrated in Fig. 8.10. An algorithm can be constructed to calculate these four sublattices separately, and each can be parallelized as before.

Figure 8.10. The HCP lattice as composed of four (red, blue, green, and orange) interpenetrating orthorhombic lattices.

The symmetry of this lattice can be easily broken down into quartets, but using octants will present a similar challenge as the DIA lattice. One of the four sublattices will extend slightly beyond what would be one of the faces between octants as illustrated in Fig. 8.11. Distances to each atom from the origin are not the same across this axis. The other three sublattices have atoms that either lie exactly on the faces, or completely within an octant. The solution, similar to DIA, is to double the number of atoms in the only sublattice with unevenly shared atoms. The positions of the extra atoms will be those that respect the rotational symmetry required for splitting the entire HCP lattice into equal octants. As with DIA, the algorithm halves the value added to $L_p$ from each atom in this sublattice.
Figure 8.11. Top-down view of the HCP lattice. The orange sublattice shown cuts unevenly across one of the yellow axes, whereas the others either cut evenly or not at all.

8.1.4.7. Onionization

Running large, parallelized jobs on a cluster is convenient for solving large problems such as the algorithms described above. However, software and hardware errors do occasionally occur which can result in many lost CPU hours. As such, it is beneficial to break one large computation into many small ones. The result is a series of jobs that stack like layers of a (cubic) onion that are gradually added to the problem set as illustrated in the left panel of Fig. 8.12. This method has the added benefit of reducing roundoff error for extremely small terms (i.e. those layers at greatest distance) if one performs the sum of each job’s return value from smallest to greatest.

In the symmatrized version of the program, the optimized use of this method would involve breaking the onion layer down into six new volumes: three volumes that span the main cube volume from the inner layer to the new outer layer, two regions to cover the face, and one region to cover the axis as illustrated in the right panel of Fig. 8.12. This avoids having to check that the coordinates covered are outside of the previous layer, and the computational cost of entering and leaving the for-loops is negligible compared to the
number of if–statements avoided. Fortunately, the calculation of bases for each volume are identical to the non-onionized version.

8.2. Results & Applications

A new method of computing any value that depends on distance between atoms in a crystal lattice has been created and optimized. This same algorithm can be tailored to look at other crystal energy functions, such as the Buckingham potential, SW potential, and others.

8.2.1. Lennard-Jones Lattice Constants

Using the symmetrized and parallelized algorithms described above, the Lennard-Jones lattice constants $L_p$ have been calculated in the SC, BCC, FCC, HCP, and DIA lattices. Terms with $p > 9$ are computed to 32 decimal digits, convenient for quadruple precision calculations. Those with $p \leq 9$ are computed to lower precision due to computational limits (Fig. 8.2). In addition to extending the precision of these constants, there are corrections to terms with $p < 12$ previously published [189,190]. The total speedup achieved going from the...
brute force method to the symmetric, parallel program was \( \sim 29 \) fold. Speedup results from each method are summarized in Table 8.3. The computed Lennard-Jones lattice constants are given in Table 8.4.

To validate these results, a Mathematica program similar to Algorithm 2 was used for several terms with \( p \geq 12 \) using infinite precision in all five lattices. Higher order terms were chosen because of the faster convergence of higher \( p \) values, and the comparative slowness of Algorithm 2 with the use of infinite precision. The results all agreed to the given precision in Table 8.4.

Table 8.3. Speedup achieved for each algorithm in the SC lattice, as normalized to the calculation time of Algorithm 1. Results are similar for any distance-dependent calculation. Gains in Algorithm 2 are from avoiding the \( \text{if} \) statements. Likewise for Algorithm (3) but most threads are also able to avoid jumping into and out of \( \text{for} \) loops, which also avoids calculating some of the same components of the distance value. Algorithm 6 combines the advantages of parallelism and 8-fold symmetry for the greatest gains. All values of speedup are given per CPU core.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Fraction of ( D^3 ) terms in ( L_p )</th>
<th>Effective Speedup per CPU core</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple (1)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Broken Down (2)</td>
<td>1</td>
<td>2.671</td>
</tr>
<tr>
<td>Parallel (3)</td>
<td>1</td>
<td>3.476</td>
</tr>
<tr>
<td>Symmetric Parallel (6)</td>
<td>0.1249</td>
<td>28.99</td>
</tr>
</tbody>
</table>

8.2.2. Other Classical Potentials

The results in Table 8.3 are normalized to 1. As such, similar speed-up values should be attainable for applications of this approach to other crystal calculations. For example, the SW potential is fit with as many as nine parameters as previously shown in Equation 2.9.

Fitting these parameters over many lattice sites and simulation requires lengthy computation, but it is also the case that the range of the potential is cut off at some arbitrary value (in this case, \( a \)). Indeed the cutoff is typically so short that only nearest- or next-to-nearest
neighbors contribute to the total energy. Relaxing this parameter would allow simulation of more effects from vacancy or interstitial events. The algorithms described above can be used to compensate for the additional calculations, resulting in a potentially more transferable fit.

8.2.3. Applications to Crystal Defects

To simulate defects, one cannot use an algorithm for calculating over lattice sites in a perfect crystal. For example, to test or fit parameters for the creation energy of a Frenkel pair [120], the atom at the origin in the algorithms in this study can instead be integrated over the path of defect creation. Moreover, the application of the algorithms summarized in Table 8.3 could provide substantial speedup and precision improvements to molecular dynamics simulations of defect formation (see Section 2.3 for a review of the varying molecular dynamics calculations of the Ge displacement threshold energy).

In addition to point defects, plane defects can be simulated by displacing an entire algorithmic volume (as illustrated in Figs. 8.3 and 8.12) for as many planes as desirable. This allows for a faster way to test the transferability of plane defects to other parameterizations of potentials. Either point or plane defects could be implemented as single occurrences, or uniform occurrences at regular intervals. Uniformly spread defects or point defects at the origin would still allow use of all the algorithms presented.
### Table 8.4: The Lennard-Jones lattice coefficients \( L_p \) in the SC, BCC, FCC, HCP, and DIA lattices.

<table>
<thead>
<tr>
<th>( L_p )</th>
<th>SC</th>
<th>BCC</th>
<th>FCC</th>
<th>HCP</th>
<th>DIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.5328</td>
<td>22.5328</td>
<td>25.3386</td>
<td>25.3390</td>
<td>10.2324</td>
</tr>
<tr>
<td>2</td>
<td>10.3775</td>
<td>22.5775</td>
<td>25.3842</td>
<td>25.3846</td>
<td>6.3727</td>
</tr>
<tr>
<td>3</td>
<td>7.4671</td>
<td>22.5671</td>
<td>25.3748</td>
<td>25.3752</td>
<td>4.5945</td>
</tr>
<tr>
<td>4</td>
<td>8.6286</td>
<td>22.6286</td>
<td>25.4254</td>
<td>25.4258</td>
<td>4.1131</td>
</tr>
<tr>
<td>5</td>
<td>6.4211</td>
<td>22.4211</td>
<td>25.3059</td>
<td>25.3063</td>
<td>3.9586</td>
</tr>
<tr>
<td>6</td>
<td>6.2929</td>
<td>22.2929</td>
<td>25.2767</td>
<td>25.2771</td>
<td>3.8787</td>
</tr>
<tr>
<td>8</td>
<td>6.1406</td>
<td>22.1406</td>
<td>25.2184</td>
<td>25.2187</td>
<td>3.7189</td>
</tr>
<tr>
<td>10</td>
<td>6.0676</td>
<td>22.0676</td>
<td>25.1602</td>
<td>25.1605</td>
<td>3.5589</td>
</tr>
<tr>
<td>11</td>
<td>6.0426</td>
<td>22.0426</td>
<td>25.1311</td>
<td>25.1314</td>
<td>3.4789</td>
</tr>
<tr>
<td>13</td>
<td>6.0056</td>
<td>22.0056</td>
<td>25.0729</td>
<td>25.0732</td>
<td>3.3189</td>
</tr>
<tr>
<td>14</td>
<td>6.0014</td>
<td>22.0014</td>
<td>25.0438</td>
<td>25.0441</td>
<td>3.2389</td>
</tr>
<tr>
<td>16</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.9856</td>
<td>24.9859</td>
<td>3.0789</td>
</tr>
<tr>
<td>17</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.9565</td>
<td>24.9568</td>
<td>3.0000</td>
</tr>
<tr>
<td>18</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.9274</td>
<td>24.9277</td>
<td>2.9300</td>
</tr>
<tr>
<td>19</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.8983</td>
<td>24.8986</td>
<td>2.8600</td>
</tr>
<tr>
<td>20</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.8692</td>
<td>24.8695</td>
<td>2.7900</td>
</tr>
<tr>
<td>21</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.8401</td>
<td>24.8404</td>
<td>2.7200</td>
</tr>
<tr>
<td>22</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.8110</td>
<td>24.8113</td>
<td>2.6500</td>
</tr>
<tr>
<td>23</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.7819</td>
<td>24.7822</td>
<td>2.5800</td>
</tr>
<tr>
<td>24</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.7528</td>
<td>24.7531</td>
<td>2.5100</td>
</tr>
<tr>
<td>25</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.7237</td>
<td>24.7240</td>
<td>2.4400</td>
</tr>
<tr>
<td>26</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.6946</td>
<td>24.6949</td>
<td>2.3700</td>
</tr>
<tr>
<td>27</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.6655</td>
<td>24.6658</td>
<td>2.3000</td>
</tr>
<tr>
<td>28</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.6364</td>
<td>24.6367</td>
<td>2.2300</td>
</tr>
<tr>
<td>29</td>
<td>6.0000</td>
<td>22.0000</td>
<td>24.6073</td>
<td>24.6076</td>
<td>2.1600</td>
</tr>
</tbody>
</table>

\( \infty \)
Chapter 9

Measurement of Energy Loss to Frenkel Defects from $^{206}\text{Pb}$ Recoils in SuperCDMS Germanium Detectors

As described in Chapter 2, crystal defects can occur when incident radiation recoils off an atom with sufficient energy to displace it from its lattice site, thus creating a vacancy. The combination of a vacancy and an interstitial atom are referred to as a Frenkel pair, or a Frenkel defect [120]. The creation of defects permanently stores energy in the crystal. The fraction of incident energy that goes into defect formation depends on the mass of target, and the mass and kinetic energy of the impinging particle [121, 123]. The energy required to displace a germanium atom from its lattice site is the displacement threshold energy. Previously determined displacement threshold energies from theory and various molecular dynamics simulations are inconsistent, ranging from 7–30 eV [133–139].

The value of the displacement threshold energy has implications for low-background physics experiments that employ solid-state detectors to search for rare processes with sub-keV energy depositions. The SuperCDMS program is targeting low-mass dark matter candidates [68] from a few hundred MeV/$c^2$ to several GeV/$c^2$ with detection thresholds comparable to the Ge-atom displacement threshold energy. Because the energy that goes into the formation of a Frenkel defect is not directly observable, an accurate determination of the displacement threshold is important for establishing the low-energy detector response and thus for understanding the ultimate low-mass dark matter sensitivity reach.

During the operation of the SuperCDMS Soudan experiment, two $^{210}\text{Pb}$ sources were installed adjacent to two detectors (T3Z1 and T3Z3) to evaluate their in situ response to non-penetrating radiation from the decays of $^{210}\text{Pb}$ and its daughters. These data include $^{206}\text{Pb}$-on-Ge recoils, for which a significant disagreement between the simulated and measured spectra is evident near the expected 103 keV endpoint energy [193]. This discrepancy
is considered to be evidence of the formation of Frenkel defects. From analysis of this disagreement, the Ge displacement threshold value can be determined.

9.1. Simulation of $^{206}$Pb Recoils

The Geant4-based simulation package Supersim was used to model the SuperCDMS Soudan experiment. In simulation, the full experiment was created with detectors, shielding, and the silicon source wafers.

The source wafers have a layer of amorphous silicon dioxide from exposure to air. The SiO$_2$ layer thickness was calculated based on the time of exposure of the source wafers to air after the last etching. The exposure time was estimated to be $60 \pm 19.7$ hours, yielding $1.6 \pm 0.1$ nm of SiO$_2$ growth.

In simulation, the source wafers were implanted with $^{210}$Pb using a trapezoidal PDF as illustrated in Fig. 9.1. The reduced counts in the first few bins reflects the lower density of $^{210}$Pb in SiO$_2$ versus the bulk due to the lower density of SiO$_2$ when compared to pure Si (2.2 g/cm$^3$ and 2.33 g/cm$^3$ respectively).

One million $^{210}$Pb decays were simulated, allowing Geant4 to handle the full decay chain to $^{206}$Pb. The available screened nuclear recoil physics list was invoked to more accurately simulate the nuclear recoil events in the detector. Energy loss to defect formation was not, however, part of the simulation.

At the end of simulation, all the data was stored in ROOT [144] output, including the following information on each simulated decay: the particle type, the parent particle type, and the time of the decay. All recorded times are relative to the beginning of the simulation. Because the time units are in nanoseconds, it is imperative that a double (or long double) variable be used to track and handle these times\footnote{All variables in this simulation are G4double types. The standard text output of Supersim was boosted to 17 decimal digits to accommodate this.}.

The decay information enables the selection of particular decay types. For example, it is possible to select excited $^{210}$Bi decays (i.e. $^{210}$Bi internal conversion, Fig. 9.2) by selecting
events where both the parent and the particle type are the same. It is then possible to sum by event the energy deposited in the detectors ($E_{\text{dep}}$) over all steps that occur within 1 $\mu$s of this decay time. As shown in Fig. 9.3, it is possible to select and extract a specific decay type and associated event energy.

Figure 9.2. Decay chain for $^{210}\text{Pb}$ showing the most significant decays which end in a $^{206}\text{Pb}$ nucleus from the $^{210}\text{Po}$ alpha decay. Adapted from Ref. [141].

Similar to the example of $^{210}\text{Bi}$ internal conversion, $^{206}\text{Pb}$ recoil events were selected by looking at a 1 $\mu$s window around $^{210}\text{Po}$ decays. While it is possible to select only the
Figure 9.3. The internal conversion of excited $^{210}\text{Bi}$ involves the emission of an Auger electron or a $\sim 46$ keV gamma. Shown here are events from one million $^{210}\text{Pb}$ primaries simulated in the SuperCDMS Soudan experiment which include these betas and gammas. This is the predicted energy deposited without accounting for detector resolution.
energy deposited by particles whose parent is a $^{210}$Po atom, this would exclude any further created PKAs and their own deposited energy. These PKAs do not hold any decay ancestry information so the total event energy reconstruction would be incomplete.

In the $^{210}$Po decay events, the $^{206}$Pb nucleus recoils isotropically. The $^{206}$Pb nucleus and alpha particle from the $^{210}$Po decay recoil in opposite directions. There is the possibility that any energy deposited in the timing window may or may not involve an actual $^{206}$Pb recoil in the detector. For example, the $^{206}$Pb nucleus may go further into the silicon source plate, and an alpha particle recoiling in the opposite direction may hit the detector instead as shown in Fig. 9.4. It is also possible that a $^{206}$Pb nucleus recoils on a silicon atom, transferring enough energy such that the silicon atom itself hits the detector (i.e. sputtering). The separation of these types of events and the final chosen spectrum for data comparison is shown in Fig. 9.5.

### 9.2. SuperCDMS Soudan Data Selection

To create the $^{210}$Pb sources, two silicon wafers were exposed to a 5 kBq $^{226}$Ra source which produces $^{222}$Rn gas inside a sealed aluminum box for 12 days (see Section 5.2 for details of the entire decay chain). After the exposure, the wafers were surface etched to remove any dust, and subsequently a 1.6 nm oxide layer grew on the surface due to exposure to atmospheric oxygen. This process resulted in near-uniform implantation of $^{210}$Pb, a long-lived daughter of $^{222}$Rn, to a depth of approximately 58 nm.

The data used in this analysis is taken from the periods of March 2012–July 2013 and July 2013–July 2014. The $^{210}$Pb source wafers were installed above and below the T3Z1 and T3Z3 detectors for the duration of the data-taking periods. This gave a continuous exposure from $^{210}$Pb and its progeny on a single side of each of the aforementioned detectors.

#### 9.2.1. Data Types, Cuts, and Variables

The charge and phonon output was converted from an analog to a digital signal, and eventually stored as RQs and RRQs as described in Section 3.2. To aid in analysis, there are a variety of cuts made available to analyzers that select certain events based on predefined
Figure 9.4. This figure shows a representation the experimental setup which is not to scale. The silicon wafer is mounted above a germanium iZIP detector in this case. The alpha decay of the $^{210}$Po nucleus produces a 103 keV $^{206}$Pb ion that has a chance of being observed by the iZIP detector.
Figure 9.5. Supersim event $E_{\text{dep}}$ for events selected from a 1 $\mu$s window around $^{210}\text{Po}$ decays. The light blue line indicates the overall spectrum while the purple and green lines indicate events where $^{206}\text{Pb}$ did or did not interact with the detector directly. The 103 keV end-point of the $^{206}\text{Pb}$ recoil energy is clearly visible. Detector resolution effects have not been applied to this spectrum.
criteria. The cuts and RRQs used in this analysis are described in Table 9.1 and their usage is described below in detail. Further details on data, cuts, and their usage is available in Appendix A.

Table 9.1. Description of all RRQs and cuts related to this analysis.

<table>
<thead>
<tr>
<th>RRQ</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>plukeqOF</td>
<td>Estimate of Luke-Neganov phonons, using only the charge signal</td>
</tr>
<tr>
<td>ptNF</td>
<td>Phonon total pulse energy from non-stationary optimal filter</td>
</tr>
<tr>
<td>precoiltNF</td>
<td>The non-Luke-Neganov phonon energy (ptNF - plukeqOF)</td>
</tr>
<tr>
<td>qsum#OF</td>
<td>Charge energy sum of side # (1 or 2)</td>
</tr>
<tr>
<td>qsummaxOF</td>
<td>Sum for the side with the maximum qsum</td>
</tr>
<tr>
<td>pgqOF</td>
<td>The total phonon energy, using only charge information</td>
</tr>
<tr>
<td>ygtNF</td>
<td>Ionization yield (charge energy over phonon energy, i.e. pgqOF/ptNF)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cuts</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cGoodEv_v53</td>
<td>Primary good-event selection</td>
</tr>
<tr>
<td>cPostCf_133_HT</td>
<td>Selects series up to 48 hours after a Cf neutron calibration (up to 72 hours for extended Cf calibrations in Feb and May of 2014)</td>
</tr>
<tr>
<td>cRandom_133</td>
<td>Selects randomly triggered events</td>
</tr>
<tr>
<td>cQsym_v53</td>
<td>Ionization-derived z-symmetry cut for selecting bulk events</td>
</tr>
<tr>
<td>cLead_ptNF_qsummaxOF_v53_HT</td>
<td>2-σ 206Pb recoil band in the qsummaxOF vs. ptNF plane</td>
</tr>
</tbody>
</table>

9.2.2. Data Selection: 206Pb Recoils

Along with a 5.3 MeV alpha particle, a 103 keV 206Pb nuclei is formed from a 210Po decay. Events were selected with 2 keV ≤ precoiltNF ≤ 120 keV to fully capture this range. From SRIM calculations, a 103 keV 206Pb nucleus has a projected range in Ge of
26.7 nm (99.7% confidence limit) [168]. These recoils are therefore considered surface events, taking place well outside the fiducial volume that WIMP searches are otherwise performed.

A comparison of the yield planes for detectors T2Z2 and T3Z1 is shown in Fig. 9.6.

Figure 9.6. Yield planes for detectors T2Z2 and T3Z1 shown in the left and right panels respectively. Surface betas and Auger electrons from $^{210}$Pb and excited $^{210}$Bi are visible in the right panel in the 0.6–0.9 yield range. The $^{206}$Pb recoils are visible as the band near 0.4 on the vertical axis. The 46 keV gamma line is also visible with a yield around 1. From comparison to T2Z2, we assume the $^{206}$Pb events selected from T3Z1 and T3Z3 will be pure samples of $^{206}$Pb recoils.

For T3Z1 and T3Z3, the surface events consisted primarily of $^{206}$Pb recoils with a yield roughly in the 0.2 to 0.4 range. Betas from $^{210}$Pb and Auger electrons from excited $^{210}$Bi appear with yield in the 0.6 to 0.9 range. The $^{206}$Pb events are selectable with the $c_{\text{Lead ptNF qsummaxOF v53 HT}}$ cut. However, the cut appears asymmetrical around the $^{206}$Pb events, so an additional cut is used to tighten the selection closer to the recoil band (Equation 9.1).
\[ y_{gtNF} \leq a \cdot e^{-b \cdot p_{tNF}} \] (9.1)

\[ a = 2.14757 \]

\[ b = 0.121937 \]

This additional cut is illustrated in Fig. 9.7.

Figure 9.7. Left: The yield plane of T3Z1 after applying the \texttt{cLead\_ptNF\_qsummaxOF\_v53\_HT} cut. Red line indicates the functional values of Equation 9.1. Right: Same as left but after applying the cut in Equation 9.1.

Once these cuts were applied, further refinement for selection of surface events was required. While a symmetry cut was available (\texttt{cQsym\_v53}), the inverse of this cut was not tight enough for surface event selection. Additionally, it also allowed events from both surfaces, but this study was only interested in the side exposed to the $^{210}$Pb source wafers. A cut was applied to select only events with $q_{zpartOF} < 0.65$ for T3Z1 ($q_{zpartOF} < -0.65$ for T3Z3) which removed all events from the opposite face as illustrated in Fig. 9.8. The resultant events which passed the cut were thus dominated by $^{206}$Pb events as shown in Figs. 9.7 and 9.9. The final set of data is shown in Fig. 9.10.
Figure 9.8. Left: The charge symmetry plane of T3Z1, showing the inverse of the cQsym_v53 cut which leaves events from both sides of the detector. Right: Using events with qzpartOF < 0.65 cuts all events from the opposite side of the detector, and yields a tighter cut for surface events.
Figure 9.9. The RRQ \texttt{qzpartOF} is defined as the difference of charge collected on each face divided by the total charge. This variable allows some form of surface or bulk event discrimination. Left: The \texttt{qzpartOF} plane with \sim\texttt{Random.133}, \sim\texttt{PostCf.133_Ht} and \texttt{cGoodEv.v53} cuts applied. Energy was selected as $2 \text{ keV} \leq \text{precoiltNF} \leq 120 \text{ keV}$. The surface betas visible in Fig. 9.7 (right panel) are visible as the high counts near \texttt{qzpartOF} $\sim 1$. Right: The same cuts as the left panel but also with \texttt{cLead.ptNF.qsummaxOF.v53_Ht} and \texttt{qzpartOF} $\geq 0.65$. The dominant events are now the $^{206}\text{Pb}$ recoils.

Figure 9.10. The final recoil spectrum of events selected for Frenkel defect analysis after all cuts have been applied.
9.2.3. Detector Resolution

The Geant4 simulations of the $^{206}$Pb recoils record the exact energy deposition with perfect resolution. It was, therefore, necessary to smear the simulation to account for the detector resolution.

Two resolution studies have been previously performed [193]. Equations 9.2 and 9.3 describe the mathematical form of each resolution function, and give the associated parameters. In Equation 9.2, the parameters are specific to each detector and to specific RRQs with $i$ indicating where this resolution function applies to phonon ($ptNF$) or charge ($qsummaxOF$) resolution. The parameters in Equation 9.2 are given in Table 9.3. In Equation 9.3, the same parameters are used for both detectors and can be applied to the event recoil energy.

$$\Delta E_{Jardin,i}(E) = \sqrt{a_i + b_i E + c_i E^2} \quad (9.2)$$

$$\Delta E_{Redl}(E) = \sqrt{a^2 + (bE)^2} \quad (9.3)$$

$$a = 0.303881, \quad b = 0.017114$$

<table>
<thead>
<tr>
<th>RRQ</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3Z1</td>
<td>$ptNF$</td>
<td>0.327138</td>
<td>-0.0137804</td>
</tr>
<tr>
<td></td>
<td>$qsummaxOF$</td>
<td>0.0922709</td>
<td>0.000696472</td>
</tr>
<tr>
<td>T3Z3</td>
<td>$ptNF$</td>
<td>0.132230</td>
<td>5.55112 $\times$ 10^{-12}</td>
</tr>
<tr>
<td></td>
<td>$qsummaxOF$</td>
<td>0.0863211</td>
<td>0.0137235</td>
</tr>
</tbody>
</table>

The parameters in Equations 9.2 and 9.3 were derived from bulk events. For this analysis, another resolution study was conducted in the manner of these previous studies but focusing specifically on surface events. This created a third resolution function, derived from surface events, with which to smear the simulated data.
As T3Z1 and T3Z3 were immediately adjacent the $^{210}$Pb source wafers, the 46 keV gamma line had sufficient statistics for performing a resolution check. Similarly, a gamma line at 66.7 keV from Cf calibration runs with lower statistics could also be used. Events were selected with $qz\text{partOF} \geq 0.65$ for T3Z1 ($qz\text{partOF} \leq -0.65$ for T3Z3), similar to the $^{206}$Pb data. A cut was made on the ionization yield to select only gamma events (yield $\geq 0.9$), and Gaussian functions were fitted to the resultant spectra. A 1$\sigma$ standard deviation was extracted from the fit. In the energy region of interest for this study, both previous resolution functions exhibited nearly linear behavior, motivating the choice of a linear fit to the data given by Equation 9.4 and illustrated in Fig. 9.11.

$$\Delta E_{\text{Stein}}(E) = a + bE$$

(9.4)

$\begin{align*}
    a &= 0.631269, \\
    b &= 0.024073
\end{align*}$

Figure 9.11. A comparison of each energy resolution function (Equations 9.2, 9.3 and 9.4) over the energy region of interest. Each function yields a 1$\sigma$ value at the indicated energy on the horizontal axis.

9.2.3.1. Resolution Function Application
With Equation 9.4 defined, all $^{206}$Pb recoil events were smeared via a Gaussian distribution with the mean at $\text{precoiltNF}$ and a standard deviation of $\Delta E_{\text{Stein}}(\text{precoiltNF})$. This was intended to give an initial estimate of the expected detector resolution. To account for any possible difference in resolution between gamma and $^{206}$Pb events, the smearing strength was allowed to float as described in Section 9.3. The total smearing strength was defined as

$$\Delta E_{\text{total}}(E) = P_s \Delta E_{\text{Stein}}(E)$$

where $P_s$ was the smearing strength parameter. As demonstrated in Section 9.4.1, a fit to a full Monte Carlo simulation of the 46 keV gamma line to data yielded a factor very close to 1, indicating that Equation 9.4 was indeed a good estimate for overall detector resolution.

9.3. Analysis

9.3.1. Fitting Parameters

There were two parameters taken into account for the analysis: an energy scale parameter $f$, and a smearing strength parameter $P_s$. The energy scale parameter was the fraction of energy taken away from each simulation event energy ($E_{\text{sim}}$), leaving a scaled energy value

$$E_{\text{scaled}} = E_{\text{sim}} (1 - f) \quad (9.5)$$

After this was applied, all energies were smeared by a Gaussian distribution whose standard deviation was given by Equation 9.4 times the smearing strength parameter $P_s$. What remained was a population of smeared and scaled events that was used to compare to the data.

9.3.2. Energy Range and Setup

All analysis of the $^{206}$Pb recoil events took place between 80 and 110 keV. This energy region highlights where the mismatch between the data and the simulation was most promi-
ment, especially as the $^{206}$Pb recoil event spectrum was flat from $\sim$40–80 keV. Below 40 keV, $^{206}$Pb recoil events became less dominant as illustrated in Fig. 9.5, and separation of event types by yield became increasingly difficult.

Before a fit was performed, the number of bins was chosen according to the Freedman-Diaconis rule \[194\]

\[
\text{Bin width} = \frac{2 \times \text{IQR}(\text{data})}{N^{1/3}}
\]

\[
\text{Num bins} = \frac{\text{Max}(\text{data}) - \text{Min}(\text{data})}{\text{Bin width}}
\]

where \text{data} is a list of event energies, \text{IQR} is the interquartile range, and \text{N} is the number of events in \text{data}. The number of bins was found for both the data and simulated events, and a mean (40) between the two was used for the analysis. Analyses were also performed with the number of bins varying from 20 to 60, exhibiting a maximum change of fitted parameters on the order of 1%, showing that the fit did not depend strongly on the number of bins.

9.4. The Fit

The energy scale and smearing strength parameters were allowed to float, and a least-squares fit was performed to find the best values. The fit took two unique data sets of recoil energies

\[
A = \{E_1, E_2, \ldots, E_N\}
\]

\[
B = \{\tilde{E}_1, \tilde{E}_2, \ldots, \tilde{E}_M\}
\]

where each data set was size \text{N} and \text{M}, respectively. Each set was binned by energy into \text{q} bins (\text{q} = 40 in this analysis, as described in Section 9.3.2)

\[
\text{Bins } A = \{a_1, a_2, \ldots, a_q\}
\]

\[
\text{Bins } B = \{b_1, b_2, \ldots, b_q\}
\]
where \( a_i \) and \( b_i \) was the number of events in that bin. The \( \chi^2 \) value was determined by summing the residuals across all bins

\[
\chi^2 = \sum_{i=1}^{q} \left( \frac{a_i}{N^2} - \frac{b_i}{M^2} \right)^2
\]

Approximately one million sets \( B \) for each detector were generated, corresponding to different smearing strength \( (P_s) \) and energy scaling \( (f) \) parameters. Each set had its own \( \chi^2 \) value, creating a well-defined parameter space from which a minimum \( \chi^2 \) was found, yielding the best-fit parameters.

The parameter space for both detectors is illustrated in Fig. 9.12. The determined value for energy loss was \( 5.52 \pm 0.10 \% \) for T3Z1, and \( 6.67 \pm 0.11 \% \) for T3Z3. The uncertainty is calculated by projecting a \( \Delta \chi^2 = 1 \) contour to the axes. The best fit values as applied to simulation are depicted in Figs. 9.13 and 9.14. The determined values from this fit include not only effects from Frenkel defects, but also that of any intrinsic systematic error from the detectors. This intrinsic scaling, and ways to account for it, is discussed in Section 9.4.1.

9.4.1. Intrinsic Scaling

The probability of creating a Frenkel defect depends in part on the mass of the incident particle, with heavier particles having higher probability. Interactions of gammas and betas should create so few defects that any scaling effect would be immeasurable at the precision of this study. As such, performing the same 2-parameter fit should reveal a preferred scale factor of zero if the detector were performing perfectly. However, some systematic error is expected from the fact that surface events are being fit, whereas the pulse template used to determine the recoil energy was based on events occurring in the bulk of the detector (see Appendix A for details on pulse templates and their usage).

A small but noticeable difference was visible when comparing the average pulse shape for surface events to bulk events. The pulse template is illustrated in Fig. 9.15. There was also a slight difference between bulk gammas and the fit template. This is due in part to the event
Figure 9.12. Parameter space of energy scale ($f$) and smearing strength parameters ($P_s$) for T3Z1 (left) and T3Z3 (right). The best fit values are indicated by a green star. The bands highlighted correspond to the 1-, 2-, and 3-σ confidence intervals.
Figure 9.13. The best fit values applied to simulation for T3Z1, and compared to data. The uncertainty on the parameters comes from projecting a $\Delta \chi^2 = 1$ contour to the axes.
Figure 9.14. The best fit values applied to simulation for T3Z3, and compared to data. The uncertainty on the parameters comes from projecting a $\Delta \chi^2 = 1$ contour to the axes.
selection which includes factors such as the tightness of the cuts and the selected energy range. To account for this effect, the same parameters are determined for surface gammas and betas as was done with the $^{206}$Pb recoils. The results are summarized in Table 9.4, and an example fit can be seen in Fig. 9.16.

Figure 9.15. The average phonon pulse shape of various types of surface events compared to bulk gammas and the fitting template. Differences between the fitting template and the bulk gamma events arise partially from event selection and can include factors such as the tightness of cuts and the energy range. The shaded bands represent the standard deviation of pulse shape at any given time step.

9.4.2. Determining Energy Loss to Frenkel Defects

The measured event energies are based on the detectors’ default energy calibrations, which are developed using gamma rays that interact in the bulk of the crystal. The energy scale for surface events may be slightly different. Consequently, the measured $^{206}$Pb recoil energies may differ from their simulated counterparts by an additional energy scaling factor.
Table 9.4. The energy scale factor determined by examining gamma and beta events in T3Z1 and T3Z3. A weighted mean is determined for each detector.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Fit</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3Z1</td>
<td>$\gamma$</td>
<td>$-0.74 \pm 0.07$</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>$-0.75 \pm 0.11$</td>
</tr>
<tr>
<td></td>
<td>Mean$_w$</td>
<td>$-0.75 \pm 0.06$</td>
</tr>
<tr>
<td>T3Z3</td>
<td>$\gamma$</td>
<td>$0.84 \pm 0.09$</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>$0.87 \pm 0.17$</td>
</tr>
<tr>
<td></td>
<td>Mean$_w$</td>
<td>$0.85 \pm 0.08$</td>
</tr>
</tbody>
</table>

Figure 9.16. Fitted simulation events for T3Z3 for gammas (left) and betas (right). The best fit values from the two-parameter fit are shown as an inset.
that represents an intrinsic miscalibration and, therefore, has nothing to do with defect formation. If present, a best-fit determination of the scaling factor $f$ in Equation 9.5 would account for both this intrinsic miscalibration and energy loss due to defect formation:

$$(1 - f) = (1 - f_{FD}) (1 - f_{int})$$

(9.6)

where $f_{FD}$ is the energy scale factor from Frenkel defects, and $f_{int}$ is the intrinsic energy scale factor. Because Frenkel defect energy losses depend on the mass of the incident particle, gamma and beta events were assumed to have $f_{FD} \sim 0$ at the precision of this study. This allowed for the determination of any intrinsic energy scale through the separate examination of these events, where $f$ in Equation 9.5 would be equal to $f_{int}$.

$$(1 - f) = (1 - 0) (1 - f_{int})$$

$$(1 - f) = (1 - f_{int})$$

$$f = f_{int}$$

Having thus determined $f$ from $^{206}$Pb events, and $f_{int}$ from surface gamma and beta events, the Frenkel defect energy scale factor was solved for by rearranging Equation 9.6 as

$$f_{FD} = 1 - \frac{(1 - f)}{(1 - f_{int})}$$

(9.7)

The best fit parameter for energy loss due to Frenkel defects in Ge was determined to be $6.08^{+0.13}_{-0.13}$ (stat)$^{+0.04}_{-0.03}$ (syst) %. This value is a weighted mean from each detector: 5.52 ± 0.10 % for T3Z1, and 6.67 ± 0.11 % for T3Z3. The uncertainty is a weighted sample variance.

9.4.3. Uncertainty Propagation

The confidence interval quoted on the energy loss percentage came from errors propagated through several steps. As with the $^{206}$Pb fits, the energy scale parameters from fitting gamma and beta events had uncertainty determined by projecting a $\Delta \chi^2 = 1$ contour to the axes.
The intrinsic scale factor $f_{int}$ was a weighted mean between gamma and beta events with results given in Table 9.4. This was used with the scale factor $f$ determined from $^{206}$Pb recoil events in Equation 9.7. The uncertainty of $f_{FD}$ was determined by the following error propagation formula

$$\sigma_{f_{FD}} = \sqrt{\left(\frac{\partial f_{FD}}{\partial f} \sigma_f\right)^2 + \left(\frac{\partial f_{FD}}{\partial f_{int}} \sigma_{f_{int}}\right)^2}$$

where $f_{FD}$ was replaced by Equation 9.7. With $f_{FD}$ and the uncertainty determined for each detector, a weighted mean was taken as the final value of 6.08 ± 0.13%.

This uncertainty is only the statistical uncertainty. There is an additional systematic uncertainty of $^{+0.04}_{-0.03}$ % from the native silicon dioxide on the surface of the source plate which we estimate to be 1.6 ±0.1 nm as described in Section 9.1. The best fit energy loss is then quoted as 6.08$^{+0.13}_{-0.13}$(stat)$^{+0.04}_{-0.03}$(syst) %.

9.5. Applications to Modeling & Simulations

The determined value of energy loss to defects for $^{206}$Pb recoil events was incorporated into the Geant4 simulation studies for both the SuperCDMS Soudan and SNOLAB experiments. Coupled with a realistic adjustment for detector resolution, this yielded a spectrum for the $^{206}$Pb recoil events that matches the data closer than that previously seen in Ref. [141]. Additionally, the limit setting software used to project the SuperCDMS SNOLAB sensitivities was updated with a new $^{206}$Pb recoil spectrum which can be seen in Fig. 9.17. While this change more accurately reflects the $^{206}$Pb recoil events, the new $^{206}$Pb recoil spectrum had a negligible effect on the HV detectors and a small (∼10%) effect on the iZIP detectors as illustrated in Fig. 9.18.

9.6. Determination of Ge Displacement Threshold Energy

With the determined value for Frenkel defect energy loss, it was possible to extract the germanium displacement threshold energy. This value is the average displacement threshold
Figure 9.17. The $^{206}$Pb recoil probability density function (top) and cumulative density function (bottom) to be used in simulation compared to the current versions used in the limit setting code. No detector resolution effects are taken into account at this level.
Figure 9.18. Projected sensitivities of iZIP detectors show a maximum change of $\sim 10\%$ by the inclusion of Frenkel defects in the $^{206}$Pb recoil spectrum. Germanium detectors (top) are less affected than silicon detectors (bottom).
energy over all lattice angles [125] and is an important quantity for radiation detectors, dark matter searches, and other applications [130,139,195].

For interactions involving the same species of incident and target atoms, the Kinchin-Pease equation estimates the number of defects formed [196] with a later approximation applied by Norgett, Robinson and Torrens [197]. In the case of an incident $^{206}$Pb recoil on Ge, displaced Ge atoms may be liberated with enough energy to form additional defects. Thus, there are two types of interactions involved in this analysis: Pb recoiling on Ge and liberated Ge recoiling on Ge. TRIM [168] simulations were used to accurately model the entire defect formation process for varying user-defined Ge displacement threshold energy values.

The TRIM simulations were performed by specifying the incident ion, energy, and angle which interacts with a specified material. In this analysis, the kinetic energies of ions striking the detectors were used as input. This was extracted from the GEANT4 simulation described in Section 9.1. The only events used were those with kinetic energies in which $E_{\text{dep}}$ fell into the energy region of interest (i.e. 80–110 keV). The incident ions were primarily $^{210}$Pb but sputtered Si and O also interacted with the detectors. The TRIM simulations handled every species and incident energy accordingly. Finally, the incident angles were randomly and uniformly selected from a hemisphere in which all angles pointed into the detector.

The target material which simulated the detector was a solid mass of pure Ge with a thin layer of GeO$_2$ on top. As with Si, pure Ge reacts with oxygen in the atmosphere to create GeO$_2$ with a thickness that logarithmically depends on exposure time [198,199]. The estimated GeO$_2$ layer thickness was $0.98 \pm 0.02$ nm. The Ge displacement threshold value was varied for each simulation from 15 to 23 eV.

TRIM predicts a monotonic, decreasing relationship between the percent energy lost to defects and the Ge displacement threshold value. The determined energy loss value of $6.08^{+0.13}_{-0.13}(\text{stat})^{+0.04}_{-0.03}(\text{syst})\%$ corresponds to a displacement threshold energy of $19.7 \pm 0.5(\text{stat})\pm0.1(\text{syst})$ eV. The uncertainty in the GeO$_2$ layer thickness was negligible at this precision.
This showed a noticeable difference with some molecular dynamics simulations. The simulations result in values that range from 7 to 30 eV as summarized in Table 2.1 and illustrated in Fig. 2.4. The simulations often rely on the Stillinger-Weber (SW) potential [127], fitting as many as nine parameters to the energy function. Small changes in the parameters to fit one feature (such as melting point or defect formation enthalpy) yield large fluctuations in predictions of another feature [128] thus the disagreement over time.

9.7. Sensitivity of the SuperCDMS SNOLAB Experiment

For the SuperCDMS SNOLAB experiment, the Ge HV detectors have their projected analysis threshold set at roughly a factor of 2–3x higher than the minimum energy required for dislocating a Ge atom from its lattice site [68]. Given the historical uncertainty in this value, illustrated in Fig. 2.4 and Table 2.1, the current 40 eV threshold value seems prudent. However, with a more robust determination of the threshold from this work, it is possible to lower the threshold, especially as detector readout hardware continues to improve [200].

To capture all displacement events, the analysis threshold should be set no lower than the upper end of the minimum energy required to displace an atom. Molecular dynamics simulations show that the upper end of displacement threshold energies in the most difficult direction is approximately 60% higher than the average value over all directions [126]. As such, a conservative choice for the analysis threshold $E_{th}$ in Ge is

$$E_{th} = (E_{avg} + \sigma) \times 1.6$$

$$\approx 32 \text{ eV}$$

where $E_{avg}$ is the determined average displacement value of $19.7 \pm 0.5_{\text{stat}} \pm 0.1_{\text{syst}}$ eV, and an error of one standard deviation is included. By lowering the Ge HV threshold to 32 eV, these detectors become competitive with Si HV detectors in terms of low-mass dark matter sensitivity. Ge will also have sensitivity to lower interaction cross-sections. This is visualized in Fig. 9.19 for various values of the Ge HV threshold.
The displacement threshold value is as high as 60% more than the average displacement threshold in the most difficult direction. However, the average displacement threshold in the most difficult direction is ∼36% higher than the average in every direction. Taking into account some additional uncertainty, a motivated choice for the threshold value is

$$E_{\text{th}} = (E_{\text{avg}} + 5\sigma) \times 1.32$$

$$\approx 30 \text{ eV}$$

where five standard deviations are included in the final value.

Figure 9.19. Projected sensitivity of SuperCDMS SNOLAB for various values used as the Ge HV threshold. The Si HV sensitivity is shown for comparison.

To better illustrate the potential gains from lowering the threshold, Fig. 9.20 shows recent and projected sensitivities from SuperCDMS and a variety of other experiments. Lowering
the threshold of the Ge HV detectors not only provides gains into low-mass sensitivity, but also makes the Ge HV detector the most effective detector type for searches for dark matter with masses $\lesssim 5\ GeV/c^2$.

9.8. Other Applications

A full re-parameterization of the Stillinger-Weber potential could also be performed utilizing the determined displacement threshold value. This could be achieved by simulating defect formation over all lattice angles and fitting parameters such that the average defect formation energy matched this data. This parameterization would be very useful for a proposed directionally sensitive dark matter search [130]. This directional search predicts higher event rates for times when the WIMP wind flows in directions with lower defect formation energies as illustrated in Fig. 9.21. The event rate for such a search is given by

$$ R(t) = \int_{4\pi} \int_{E_{th}(\theta,\phi)}^{E_{max}} \frac{\partial^2 R}{\partial E_r \partial \Omega_r} dE_r d\Omega_r, \quad (9.8) $$

where $R(t)$ is the WIMP interaction rate over time per day, integrated over the angle-dependent threshold energy for a crystal rotating with the Earth.

Such a search relies on both a very low analysis threshold for event detection and a well parameterized Stillinger-Weber potential. This is necessary to understand where the peak event rates are expected over various angles, which comes from knowing the local maxima and minima of $E_{th}(\theta,\phi)$ in Equation 9.8.
Figure 9.20. The projected exclusion limits of the SuperCDMS SNOLAB experiment. The blue dashed curves represent the expected sensitivities for the Si HV and iZIP detectors and the red dashed curves are the expected sensitivities of the Ge HV and iZIP detectors. The orange dashed curve represents the shift from a 40 eV to a 30 eV analysis threshold for the Ge HV detectors. The solid lines are the current experimental exclusion limits in the low-mass region, from the CRESST-II [77], SuperCDMS [108, 152] and LUX [113] experiments. Also shown in the projected sensitivity of the LZ experiment [76]. The dotted brown line is the dark matter discovery limit from Ref. [153], which represents the cross-section at which the interaction rate from dark matter particles becomes comparable to the solar neutrino coherent elastic scattering rate.
Figure 9.21. (Top) Normalized expected dark matter signal with respect to mean over one day for a 300 MeV/c$^2$ WIMP at the SNOLAB site. (Bottom) Angular distribution of $\partial R/\partial \Omega r$ for a WIMP-nucleon cross section of $10^{-39}$ cm$^2$ over one day for a 300 MeV WIMP at the SNOLAB site. Each of the four times corresponds to a local extremum of the integrated rate. Adapted from Ref. [130]
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Chapter 10
Conclusions & Future Outlook

The search for dark matter continues and there is much parameter space left to explore. In searching for dark matter-nucleon interactions with solid state detectors, SuperCDMS explores new parameter space for sub-GeV dark matter particles. The field is competitive with many experiments pursuing upgrades to increase low-mass sensitivity. SuperCDMS SNOLAB, however, has world-leading projected sensitivity and the work presented here furthers increases that lead.

10.1. Results

The shielding studies presented in Chapter 6 have determined the optimal thicknesses for shield materials to achieve the scientific goals of the SuperCDMS SNOLAB experiment and is summarized in Tables 6.3 and 6.4. These parameters have been included in Geant4-based simulations that will continue to be used in future analyses.

The radon plate-out model developed in Equation 7.4 represents a new extension of the Bateman equation for realistic exposure times. The plate-out rate $R_{Pb}$ was experimentally determined for both HDPE and Cu surfaces, as well as dust fall-out rates. A time constraint on exposure of these materials for non-line-of-sight surfaces was calculated from these results and will guide the construction process of the SuperCDMS SNOLAB experiment. When construction is complete, the known value of exposure times will further inform backgrounds estimates from surface activity using Equations 7.6 and 7.8. This project resulted in a publication in Nuclear Instruments & Methods in Physics Research Section A [201].

The algorithms detailed in Chapter 8 yield up to 29-fold speedup for calculations of distant-dependent values in the SC, BCC, FCC, DIA and HCP crystal lattices. Additionally, the Lennard-Jones lattice constants have been computed with up to 32 decimal digit
precision, an improvement on existing results by up to 17 decimal digits. This project resulted in a publication in Computer Physics Communications [129].

The Frenkel defects analysis presented in Chapter 9 determined a preferred energy loss to defect formation of $6.08^{+0.13}_{-0.13}(\text{stat})^{+0.04}_{-0.03}(\text{syst}) \%$ for $^{206}\text{Pb}$ recoils on Ge. From this result, the first experimentally determined germanium displacement threshold energy was found to be $19.7 \pm 0.5(\text{stat}) \pm 0.1(\text{syst})$ eV. This result motivates a lower analysis threshold for Ge HV detectors at SNOLAB, further pushing the sensitivity of the experiment to lower masses as illustrated in Fig. 9.20.

10.2. Future Work

The empirically determined values for $R_{\text{Pb}}$ could be further developed, possibly with the inclusion of the Jacobi model [202] which accounts for air flow, room volume, attachment and detachment rates, and the materials involved. The two empirically determined values for $^{210}\text{Pb}$ plate-out rate to polyethylene and copper serves as a starting point for further development of $R_{\text{Pb}}$ as a function on its own. This would be useful for predicting plate-out rates on other materials, or in locations with different radon activity or air flow.

The algorithms developed in Chapter 8 can be applied to molecular dynamics simulations of crystals. The speedup achieved would enable simulations of crystals with much larger volumes and, therefore, more realistic interactions as most simulations are limited to only a few hundred or thousand atoms. The Sillinger-Weber potential could be parameterized using these larger crystals with a relaxed cutoff value to allow contributions from more distant neighbors in the crystal.

Based upon the determined Ge displacement threshold value, a parameterized Sillinger-Weber potential can lead to better predictions of the angular dependence of defect formation, and thus, better rate predictions for a directionally dependent WIMP search [130].
A.1. Time-Traces of Phonon and Charge Channels

The SuperCDMS Soudan detectors have four phonon and two charge channels per side. These are named by type (P for phonon, Q for charge), channel (A/B/C/D for phonon, I/O for charge), and side (1 or 2). An example of a phonon channel would be PAS1 for phonon channel A on side 1. An example charge channel would be QOS2 for outer charge channel on side 2. Data from each channel is monitored on a continuous basis, and when the trigger threshold is met, the data is stored as raw time-trace information from each channel. These are uncalibrated analog-to-digital (ADC) counts.

In order to reconstruct a total phonon or charge pulse, the individual channels must be calibrated (Figure A.1). The calibration is specific to each channel within each detector and effectively normalizes the pulses to equal area under the “tail” of the pulse, which is the area from \( t = 800 \) to the end of the recorded data (\( t \sim 5700 \)).

The time-trace information is also analyzed to get estimates on noise both during and after the event. This information is stored in a quantity referred as a “Reduced Quantity” or RQ. Other RQs include status indicators for periods of unusually high noise and periods during an electric short. An example of some RQs and their definition is available in Table A.1.

The sum of all calibrated channels yields the total phonon or charge pulse. Pulse templates are created for each detector and each data-taking period. These templates are compared to the calibrated total phonon pulse (c.f. Figure 3.9) and the total phonon energy is estimated based on optimal filter theory (c.f. Appendix B in Ref [203]). The overall energy scale is set by events from a \(^{133}\)Ba calibration source.
Figure A.1. Top: Uncalibrated phonon channels for one gamma event in the bulk of T3Z1. Bottom: Phonon pulses from the same event after calibration, showing strong similarity in the tails of each pulse.
Table A.1. A selection of example SuperCDMS data RQs. The asterisk * is a placeholder for the channel type, channel name, and side information (i.e. * = PCS2 for phonon channel C on side 2, or * = QIS1 for inner charge channel on side 1).

<table>
<thead>
<tr>
<th>RQ</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>*status</td>
<td>Indicates periods of normal operation or high/low resistance shorts in the channel</td>
</tr>
<tr>
<td>*bs</td>
<td>Pre-trigger baseline mean (in adc digitizer bins)</td>
</tr>
<tr>
<td>*std</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>*bias</td>
<td>Phonon QET bias</td>
</tr>
<tr>
<td>*gain</td>
<td>Phonon total gain</td>
</tr>
<tr>
<td>PTNFamps</td>
<td>Amplitude of the phonon pulse using a non-stationary optimal filter</td>
</tr>
</tbody>
</table>

Calibrated quantities called Refined Reduced Quantities (RRQs) can be used for further analysis. An example of some RRQs is available in Table A.2.

A.2. Data Cuts

The RQs and RRQs can be used to select events based on certain criteria. For example, surface events can be selected by finding events where the charge collection is asymmetric (see Section 3.1.3 for a detailed explanation of charge collection in the SuperCDMS iZIP detectors). To do this, the qzpartOF RRQ can be used, which is a measure of charge symmetry based on the charge collected from each side. An event with perfect charge symmetry would have qzpartOF=0 and a surface event would have qzpartOF~1. By analyzing the qzpartOF value and selecting only events within a certain numeric range, unwanted events can be cut from further analysis.

To simplify the processing of selecting events of interest, multiple criteria can be combined into a single “cut.” These cuts are stored in ROOT files similar to the event data and make it easier to extract the desired data. A selection of SuperCDMS data cuts is available in Table A.3.
Table A.2. A selection of example SuperCDMS data RRQs. The pound sign # is a placeholder for the side number. The dagger † is a placeholder for channel label (I/O for charge channels.)

<table>
<thead>
<tr>
<th>RQ</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>q†#OF</td>
<td>Charge calibrated optimal filter quantity (keV)</td>
</tr>
<tr>
<td>qsum#OF</td>
<td>Charge sum of sides 1 and 2 (keV)</td>
</tr>
<tr>
<td>qzpartOF</td>
<td>Charge symmetry quantity: ((qsum1OF-qsum2OF)/(qsum1OF+qsum2OF))</td>
</tr>
<tr>
<td>ptNF</td>
<td>Phonon total pulse energy (calibrated PTNFamps, keV)</td>
</tr>
<tr>
<td>plukeqOF</td>
<td>Estimate of Luke-Neganov phonons, using only the charge signal: (\left(\text{abs}(qsum1OF-qsum2OF) + \min(qsum1OF,qsum2OF)\right)\times 2\times \text{abs}(\text{QIS1bias})/3\text{eV})</td>
</tr>
<tr>
<td>precoiltNF</td>
<td>The non-luke phonon energy (ptNF - plukeqOF)</td>
</tr>
<tr>
<td>pgqOF</td>
<td>The total phonon energy using only charge information ((qsum\text{max}OF + plukeqOF))</td>
</tr>
<tr>
<td>ygtNF</td>
<td>Ionization yield: (\frac{pgqOF}{ptNF})</td>
</tr>
</tbody>
</table>
Table A.3. A selection of example SuperCDMS data cuts. The pound sign # is a placeholder for the side number. The dagger † is a placeholder for channel label (I/O for charge channels.)

<table>
<thead>
<tr>
<th>RQ</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cQin#_v53</td>
<td>Ionization-derived radial cut for side # = 1 or 2 for selecting bulk events</td>
</tr>
<tr>
<td>cQsym_v53</td>
<td>Ionization-derived charge symmetry cut (comparing side 1 and 2) for selecting bulk events</td>
</tr>
<tr>
<td>cRandom_133</td>
<td>Selects randomly triggered events</td>
</tr>
<tr>
<td>cPostCf_133_HT</td>
<td>Selects events up to 48 hours after a $^{252}$Cf neutron calibration (up to 72 hours for extended $^{252}$Cf calibrations in Feb and May of 2014).</td>
</tr>
<tr>
<td>cGoodEv_v53</td>
<td>Selects events with good pulse shape reconstruction, during “good” data taking periods (proper bias voltage, no unusual trigger behavior, and more)</td>
</tr>
<tr>
<td>cLead_ptNF_qsummaxOF_v53_HT</td>
<td>Selects events in the $^{206}$Pb recoil band</td>
</tr>
</tbody>
</table>
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