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Structural tests have many advantages over functional patterns. The fault coverage of structural patterns is generally higher and easier to quantify, well-known algorithms are available to generate them, and they are often a much easier choice for debugging and diagnosis. However, depending on the fault models used, traditional structural patterns can still miss many defects, such as the defects that may occur inside the standard cells, and when chips are placed on a board, they may fail in functional mode even if they pass all structural tests. This can happen even if those same structural tests are applied in-system on the board, making debug very difficult.

Cell-aware faults have been proposed to model those defects inside the standard cells and allow ATPG tools to target them. In some cases, for small circuits, the test set is reasonably short. However, for industrial circuits, the test sets that obtain 100% cell-aware fault coverage are often much too long to be applied efficiently. One previous study has shown that the increase in test pattern count may be more than 50% to 80%.

The goal of this research is to reduce the time required to apply test sets capable of detecting cell-aware faults. In this dissertation, we explore an approach that involves the insertion of Design for Testability (DFT) logic into the circuit to utilize the wasted scan-shift clock cycles to enhance the fortuitous detections of cell-aware faults. In particular, we consider an approach that allows data to be captured in shadow flip-flops during scan shift, where those flip-flops have been collected into a MISR (Multiple Input Signature Register)
to allow a single signature to be obtained.

In this investigation, we initially fault simulated all scan-shift clock cycles for a given stuck-at fault test set to determine which flip-flops should be shadowed and included in the MISR. Unfortunately, fault simulating this many patterns is very time consuming and may be impractical for large circuits—especially if the scan chains are also long. This fault simulation is also needed to identify which cell-aware faults may still be missed by the intermediate shift patterns so that additional top-off patterns may be added. Finally, the area overhead required to maximize cell-aware fault detection using shadow flops may be prohibitive for some circuits.

To resolve these issues, we considered several optimizations. First, we use scan shift cycle sampling to reduce the fault simulation time, and we designed a MISR capture controller to allow scan shift capture to happen at regular intervals. Second, we use fault cones to predict which flip-flops should be shadowed without doing any fault simulation. Finally, we explored algorithms for selecting shadow flops to best trade off additional fault coverage with additional area overhead and further reduced test set size by using a heuristic that iteratively ran ATPG multiple times with varying fault lists.
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Chapter 1
INTRODUCTION

1.1. Manufacturing Test

1.1.1. The Role of Testing in VLSI Circuit Manufacturing

Very large scale integration (VLSI) is the process of integrating millions or even billions of transistors on a chip to create an integrated circuit (IC). Design of ICs requires system specification, architectural design, functional design and logic design, circuit design, physical design, physical verification, fabrication, packaging, and testing.

Chip testing is the last procedure of the design and manufacturing flow before chips are attached to boards, and it is used to detect manufacturing defects inside the circuits. Every copy of the circuit must be tested effectively and efficiently. After the circuits pass testing, they will be delivered to customers. Circuits that fail test may be discarded or further analyzed to increase yield. Therefore, the testing process is the final check that determines the quality of VLSI circuits that make it to the field.

1.1.2. Basic Digital Testing

In the simplest case, digital testing involves applying binary values at the primary inputs of the circuit and comparing the corresponding output responses of the circuit with the expected values. If any of the observed responses is not identical to the expected value, the circuit will be labeled as a defective circuit and fail the test. If the test does not identify any unmatching results, the circuit will pass the test. This process is shown in Figure 1.1.
1.1.3. The Challenges for Testing

The basic digital testing methodology seems very simple. However, it is nearly impossible to apply all possible combinational input binary values to exhaustively test the circuit for static defects in a functional manner. For example, assume that a small circuit with 100 primary inputs needs to be tested. The total number of exhaustive test patterns is

\[2^{100} \approx 1.26 \times 10^{30}\]

Assume that the test frequency is 1 GHz. (This is much faster than usual.) Then, the test speed is:

\[1 \times 10^9 \text{pattern/second}\]

The test time is equal to:

\[(1.26 \times 10^{30})/(1 \times 10^9) \text{seconds} \approx 4 \times 10^{13} \text{years}\]

However, scientists [2] say that the age of the universe is:

\[1.380 \times 10^{10}\text{years}\]
That means that exhaustively testing for a circuit of only 100 inputs with all possible input requires 2900 times the age of our universe. Obviously, only a very small subset of all possible test patterns can be applied. Therefore, to achieve high quality parts, an optimized test set should detect the maximum number of defects with the available testing resources.

Unfortunately, even when they are created with significant effort, test sets may not be perfect, as shown in Figure 1.2. For example, because only a subset of all possible patterns are applied, some of the defective circuits may pass testing and increase the customer’s risk of buying bad chips. The fraction of all chips that are sold to customers but are actually defective is called the defect level. At the same time, when circuit conditions during test that do not match actual conditions in the field (or when non-logic based tests are applied) may cause good circuits to fail the tests, leading to yield loss. Therefore, how to select the test patterns for the test set and apply them in an appropriate way is a challenge for testing.

The increasing number of embedded instruments being inserted in the chip makes the chip more complexity. Meanwhile, this embedded integration reduces the primary inputs of the chip also challenged for testing. IEEE 1149 [1] and IEEE 1687 [3] standards have been established. Based on these standards, there are the improvement have been proposed, such as [85]. However, these standards have security risks. To resolved these risks, many proposals have been published, such as [29,38,39].

![Figure 1.2. Possible testing outcomes](image)

Figure 1.2. Possible testing outcomes
1.2. Motivation

Generally, test sets for manufacturing defects attempt to detect them using at least one of two basic strategies. When test sets are generated with automatic test pattern generation (ATPG) software, they usually model at least some of the defects as faults, target them, and deterministically ensure that they are covered by the test set. The other primary approach is probabilistic. Much longer test sets are applied, and it is hoped that the defects will be detected fortuitously.

Probabilistic approaches include both Logic Built-In-Self-Test (LBIST) with pseudo-random or weighted pseudo-random patterns as well as approaches that attempt to maximize the defect detection obtained with ATPG test sets. Examples include N-Detect [91], Gate-Exhaustive Testing [24], and Embedded-Multi-Detect (EMD) [34]. However, these methods are not efficient. Too many test patterns are used, and this often leads to memory issues in automatic test equipment (ATE) when ATPG-based probabilistic approaches are to be applied. This also significantly increases test time and test cost. Furthermore, some of the defects require very specific detection conditions that are not usually met by the fortuitous test patterns.

The alternative to probabilistic detection is to deterministically target specific faults that are (hopefully) well-matched to the defects that actually occur. The most common fault models are stuck-at faults, transition faults [94] and bridging faults [67]. Traditionally, all of these fault models are based on the same assumption—that a fault only occurs at a library cell’s input or output or the interconnect lines between the library cells. Unfortunately, researchers have recently noted that those traditional fault test sets are not necessarily good at detecting all of the real layout-based defects that occur inside standard cells [40].

To address this issue, in 2009, some researchers proposed the cell-aware fault model [40] to explicitly represent and target library cell-internal defects. Cell-aware faults are obtained from the detailed analog models that consider different types of defects that may occur in the standard cell’s layout. The detection conditions are abstracted up to logic values at the inputs of the standard cell that can be targeted during ATPG. Unfortunately, the test
set needed to achieve 100% cell-aware fault coverage often leads to a large increase in test pattern count that can be commercially prohibitive. For example, a previously published paper [41] showed that on average a 49% and 70% increase in test pattern count was needed to achieve full cell-aware static and delay fault coverage when compared to full stuck-at and transition fault detection, respectively on ten industrial circuits. Thus, a primary goal of our research is to detect cell-aware faults efficiently with a smaller test set that reduces the test time.
1.3. Main Contributions

This dissertation is composed of three main parts:

1. Preliminary Investigation: Exploration of the relationship between the detection requirements of cell-aware and stuck-at faults and the characterization of cell-aware fault detectability for standard cells from two digital standard cell libraries.

2. Development of a DFT-based Approach to Reduce Cell-Aware Test Pattern Count through Scan Shift cCapture: Enhanced the detection capability of stuck-at test sets for cell-aware static fault detection by using intermediate shift patterns.

3. Optimizations of the DFT Approach: reducing hardware overhead, reducing fault simulation time, and test set generation.

For the Preliminary Investigation:

• We generated a simple fault model, which we call the sub-gate-exhaustive fault model, that can be used to investigate more stringent detection requirements than those needed for stuck-at faults without requiring layout information or analog circuit analysis. For each fault, we selected one of the possible input combinations at the inputs of the standard cell and combined that input combination with the appropriate stuck-at fault at the output. This defined the detection conditions for the sub-gate-exhaustive fault. The fault could then be analyzed for its ability to be detected by various test sets.

• We explored the ability of different N-detect test sets to detect sub-gate-exhaustive faults. We showed that some of these test sets are biased against detecting sub-gate-exhaustive faults whose detection requirements prevent observation of upstream signals. In other words, an N-detect stuck-at test set may be unsuitable for detecting some of these faults.

• We built on previous work that explored approaches to target test sets at those faults that are most likely to be functional [90] and extended this analysis to sub-gate-exhaustive faults. We performed functional simulation of a good version of the circuit
and extracted flip-flop values on each clock cycle as a “good state.” We then reformatted these good states as test patterns that could be sent to a fault simulator to determine which sub-gate-exhaustive faults were functional faults as opposed to potentially non-functional. We then determined the number of top-off ATPG test patterns needed to cover functional sub-gate-exhaustive faults missed by stuck-at test sets.

- We then began investigating true cell-aware faults. Our analysis showed that test sets that detect all cell-aware faults in standard cells with more than two inputs are usually much smaller than the corresponding gate exhaustive test sets for those cells. These experimental results were obtained for both an academic standard cell library and a commercial standard cell library. These results indicate that the gate exhaustive tests may be overkill when trying to cover the defects inside the standard cell, and thus it is worthwhile to analyze the layout and explicitly model the cell-aware faults.

- We investigated the ratio of care/don’t care bits in the test patterns generated to detect all cell-aware faults in a single standard cell. Our experimental results showed that generally the percentage of don’t care bits in the test sets targeting static or dynamic cell-aware faults is much less than the corresponding percentage for test sets that detect stuck-at or transition faults. This makes it more difficult to generate compact cell-aware test sets in larger circuits comprised of multiple standard cells.

For the DFT Approach:

- We investigated a DFT design that allows us to harness scan shift cycles for probabilistic fault detection. The approach involves inserting a Multiple Input Signature Register (MISR) comprised of shadow flip-flops to collect a signature of the circuit response while test values are being shifted into/out of the scan-chain. This allows those intermediate shift patterns to serve as actual test patterns capable of testing for cell-aware faults on each clock cycle.

- Our experimental results showed that, in most of the circuits studied, intermediate shift patterns can cover 90% or more of the cell-aware faults that would otherwise be missed by a stuck-at test set.
• This approach can also be used to fortuitously detect stuck-at faults and reduce stuck-at fault test set size.

For the Optimizations:

• Because fault simulating all intermediate shift patterns for large circuits may be impractical, we investigated the effectiveness of capturing test data only on a subset of regularly sampled intermediate shift patterns.

• We designed a MISR capture controller to enable capturing of shift cycle data to occur at regular intervals. This reduces fault simulation time and/or reduces the need to tell the tester hardware on which cycles capture should occur.

• We explored the ability to trade off the reduction of test patterns with the need to meet low overhead requirements and achieved good results.

• To obtain a test-set agnostic method for selecting which flip-flops to shadow, we investigated an approach that uses the counts of the number of fault cones that pass through a flip-flop.

• We investigated an approach that gradually generated test patterns with a heuristic method to reduce redundant detection conditions.
Chapter 2
BACKGROUND

2.1. Functional vs. Structural Testing

2.1.1. Functional Test

To avoid the exhaustive testing mentioned in section 1.1.3, one of the obvious approaches is to restrict the test to those input combinations that can occur in functional mode. If all functional behavior is included in the test, then defects that would be missed by such a test set can be considered harmless for the functional operation of the circuit. In fact, detecting such faults could lead to unnecessary yield loss [81]. Such a test set used would be equivalent to one used for brute-force complete design verification. However, while such an approach may be better than a truly exhaustive test set, it is still extremely expensive timewise whether used for test or design verification.

Furthermore, functional tests used for design verification are often not complete, and even these incomplete tests are often much too long to be used for manufacturing test of every device. Hence, a functional test set applied at manufacturing generally can include only a limited subset of the functional test patterns. Such test sets are generally not considered sufficient for achieving high quality parts. Instead, structural tests must be applied as well.

2.1.2. Structural Test

In 1959, Eldred [32] proposed that tests should be generated by targeting the logical structure of the circuit instead of its functional modes. In particular, because defects are physical problems in the circuit structure, he proposed modeling the effect of such defects on the logical operation of the circuit. A fault is a model of a defect. Faults can be targeted
deterministically by automatic test pattern generation (ATPG) software.

Structural test has many advantages, including the following:

- Structural test pattern generation does not require knowledge of the underlying functional intent of the design and thus can be performed without designer expertise.

- Fault coverage (the percentage of all targeted faults detected by a test set) can serve as a straightforward metric for test set quality. Even though this metric is not perfect because modeled faults may differ from the actual defects, it allows us to compare test sets and can provide a stopping point for ATPG.

- When appropriate DFT hardware, such as scan chains, are inserted into a design for structural test, the controllability and observability of the circuit sites can be significantly increased. The circuit can be placed in an arbitrary state, and even a sequential circuit may be treated as combinational logic during ATPG.

- Structural tests generally achieve higher fault coverage than functional tests.

- Debug and diagnosis are often more efficient when structural tests are used because it is easier to pinpoint the pattern that caused the failure.

However, while structural tests have many advantages, some defects that would be caught by a limited set of functional tests may be missed by structural tests. For example, the authors of [64] showed that 2% of the defective parts missed by purely structural tests for a circuit were covered by functional test patterns. As a result, when high quality is desired, a combination of structural and functional tests are often used.

2.2. Fault Models

Defects are physical problems in a manufactured copy of a chip that may prevent that chip from operating correctly. In contrast, faults are models of defects that abstract the behavior of a defect to its effect on the circuit’s logic. This effect can then be used to generate test sets that target the modeled faults and deterministically detect them. When faults are well-matched to defects, a test set that covers all of the faults will often cover all of
the defective circuits as well. Circuits that contain defects that were not covered during test are known as test escapes, and to reduce the number of test escapes, multiple fault models have been proposed: single stuck-at faults and multiple stuck-at faults, transition faults, bridging faults, path delay faults, and cell-aware faults, among others.

2.2.1. Single Stuck-at Fault Model

The single stuck-at fault model assumes that a defective circuit site is permanently set at either a logic 1 or logic 0. For example, this would occur if a circuit site were shorted to either power or ground, respectively. Only a single site in the circuit is assumed to be defective, where a circuit site corresponds to either an input or output of a logic gate. In the case of a fanout connection, the branch is considered as a distinct site from the stem. Figure 2.1 is an example of a faulty circuit where a single stuck-at fault that occurs at a branch of a fanout does not affect the other branch. More specifically the fault affects the input to the XOR but does not affect the AND gate.

Two conditions must be satisfied to detect a fault or defect. First, the fault must be excited. This means that the value at the faulty site must be different in the good and faulty circuits. In Figure 2.1, exciting fault $P$ stuck-at 0 requires setting site $P$ to a logic 1 in the good circuit to create this difference, and this value at $P$ must be justified at a primary input. Thus, exciting the fault requires setting input $A$ to a logic 1.

The second requirement that must be satisfied is observation. This entails propagating the value at the defective site to an observable output so that the fault effect can be seen. In Figure 2.1, this means that the fault effect at site $P$ must be propagated to the output $Sum$. Note that because the site $P$ is an input to an XOR gate, either value on the other XOR gate input will allow propagation to occur. Thus, the value of B is X (i.e. "don’t care") and here we have randomly selected the value of logic 1 to be used to replace the X.

Traditionally, the single fault model is the most widely used fault model for structural test. Some of its advantages include the following:

- It is a structural fault model that allows ATPG to operate at the netlist level.
Because it is a static fault model, it is easily modeled, and fewer test patterns are needed than for delay faults.

The number of faults grows linearly with circuit size and is equal to $2^n$ when the number of sites in the circuit is equal $n$. This number can be further reduced with fault equivalence and dominance relations. (Although it is possible to have more than one defect in a circuit, circuits that contain multiple defects are often easier to detect and thus, the single fault assumption has shown itself to be a good assumption for ATPG.)

Well developed ATPG and fault simulation tools and algorithms are available.

Some of the defects that do not perfectly match the stuck-at fault model are often detected with tests that target stuck-at faults. For example, bridge faults are often detected by stuck-at tests. This occurs because a test set targeting stuck-at faults is required to observe every site in the circuit at least twice with different excitation conditions. Further excitation requirements that need to be satisfied for more complex defects can sometimes be met fortuitously during stuck-at fault detection.

2.2.2. Transition Fault Model

Static fault models, such as the stuck-at fault model, assume that a defect causes a
permanent change in the circuit’s function. However, some defects only insert additional delay into the circuit. If one waits long enough, the circuit will provide the correct response. However, if it does not provide a correct response in the required clock period, errors will occur. To better model delay defects, various fault models have been proposed. The simplest of these is the transition fault model.

There are two types of transition faults: slow-to-rise and slow-to-fall. Any site in a circuit where a stuck-at fault can occur could contain a transition fault instead. Thus, as in the case of stuck-at faults, the number of transition faults in the fault list grows linearly with circuit size, and is equal to $2^n$ for $n$ circuit sites. The transition fault model also assumes that the delay added by the fault is large, and thus transition faults may be detected even along short paths with high slacks.

Because delay faults need to excite transitions in the circuit for the fault to be excited, two-pattern tests are needed. For example, to detect site $P$ slow-to-rise, the first pattern must set site $P$ to a logic 0, while the second pattern must set site $P$ to a logic 1. This causes the value at site $P$ to “rise.” At the same time, the value of site $P$ must be propagated to an output during the second pattern to observe the fault.

2.2.3. Cell-aware Fault Model

Traditional fault models such as stuck-at and transition faults on place faults on the interconnections between gates in the circuit. It is assumed that the interior of standard cells are fault-free or that the faults modeled at the inputs and outputs can detect any faults associated with the interior of those cells. However, this is not guaranteed. Thus, as acceptable test escape rates have decreased to a few defective parts per million or less—especially for critical applications such as automotive—some researchers have proposed the cell-aware fault model [40, 43–45, 79] to explicitly target the defects inside the standard cells and deterministically test for them.

Cell-aware faults are obtained by identifying all possible physical cell defects extracted from the standard cell layout. Analog analysis is performed and detection conditions are
abstracted from analog level up to digital logic values at the inputs of the standard cell. The
detection conditions for a cell-aware fault can be listed as one or more combinations of logic
values at the inputs to the standard cell along with a corresponding stuck-at fault (for static
defects) or transition fault (for delay defects) at the cell’s output that must be propagated
to a circuit output for observation to occur.

Some important characteristics of the cell-aware fault model are:

- A test set with 100% cell-aware fault coverage targets more defects than a test set that
targets stuck-at and/or transition faults because stuck-at and transition faults are a
subset of a cell-aware fault list.

- Because this model abstracts the analog detection conditions of the defects up to digital
values at the inputs and outputs of the standard cell, ATPG algorithms can be used
to generate tests for them.

Unfortunately, because the cell-aware fault model introduces more faults with more strin-
gent detection conditions than traditional fault models, such as stuck-at and transition faults,
test sets that target cell-aware faults generally require more patterns, although they are sig-
nificantly shorter than gate-exhaustive patterns [45], [25]. For some industrial circuits, the
increase is large. For example, the authors of [41] performed experiments on 10 industrial cir-
cuits. They generated test sets that maximized the cell-aware fault coverage. They achieved
an average defect coverage gain of around 5% (1% static and 4% delay). However, the
number of static test patterns increased by 49% versus a stuck-at fault test set. For delay
patterns, the test set increased by 70%.

2.3. Test Set Generation

Generally, the methodology of test generation is classified into two categories: probabilistic
and deterministic.
2.3.1. Probabilistic

The probabilistic method is to maximize the fortuitous detection of untargeted (unmodeled) defects. In other words, we hope to detect the defects “through luck.” Well-known techniques that include $N$-detect, Gate Exhaustive, and random test and LBIST.

2.3.1.1. $N$-detect

All faults and defects, regardless of type, must be both excited and observed for detection to occur. Excitation requirements vary from one type of fault/defect to another, but observation of the site in error is a common requirement. Every time a site is observed, there is a chance that defects at that site may be fortuitously excited at the same time. Thus, the more times a site is observed with different patterns, the higher the likelihood that all defects at that site have been detected.

This observation leads to the $n$-detect approach for defect detection. In this approach, every targeted fault is guaranteed to be detected at least $n$ times, where $n$ is generally greater than one. Usually, the targeted faults are stuck-at faults, and an $n$-detect test set that targets stuck-at faults guarantees that each circuit site is observed at least $2n$ times—$n$ times when that site is equal to a logic one and $n$ times when that site is equal to a logic zero. These tests have been shown to obtain good fortuitous detection of unmodeled faults and defects (e.g. [15,31,37,62,75,76]).

Such test sets are easy to generate with standard ATPG tools. However, they are generally much longer than a standard test set. Furthermore, in some cases, an $n$-detect test that tries to maximize $n$ with as few patterns is possible can be biased against detecting defects that block observation of upstream logic values, as will be discussed in Chapter 3.

2.3.1.2. Gate Exhaustive

Another probabilistic approach is Gate Exhaustive Testing [66]. In this approach, the output of every $m$-input gate in the circuit is observed at least $2^m$ times—once for each of the $2^m$ possible logic values for that gate. Such test sets use a brute-force approach to make
sure that static defects inside the gate are excited and observed. However, the resulting test sets are often even longer than an $n$-detect test set unless $n$ is very high. Such test sets for single standard cells will be compared to cell-aware test sets later in the dissertation.

2.3.1.3. Random Test and Logic BIST

Random pattern generation had been used for testing in [12]. This technique is especially appropriate for Built-In-Self-Test, where on-chip circuitry is used to generate pseudo-random patterns to be applied to the Circuit Under Test (CUT). They are called pseudo-random because, although they may have many characteristics of random patterns, the patterns applied to the circuit can be predicted ahead of time based on knowledge of the circuit generating them. Because the pseudo-random patterns to be applied are known ahead of time, good circuit simulation can be used to predict the appropriate response. At a high level, this architecture is shown in Figure 2.2.

![BIST architecture in the high level](image)

Figure 2.2. BIST architecture in the high level

Generally, the pattern generator shown in 2.2 is a pseudo-random generator based on a linear feedback shift register (LFSR). An LFSR consists of a series of flip-flops wired as a shift-register with feedback at specific points through XOR gates. Figure 2.3 shows an example of an LFSR. An LFSR can be specified using a characteristic polynomial equation. The polynomial for the LFSR shown in Figure 2.3 is
The maximum number of unique pseudo-random test patterns that can be generated by an LFSR is

\[ 2^n - 1 \]  \hspace{1cm} (2.2)
However, there is still the low possibility that a fault signature is identical to the fault-free one. This is called MISR aliasing. In this situation, the fault will escape the test. To resolve this problem, we can change the connections of XORs by using a different characteristic polynomial, change the seed for starting the MISR, or add additional flip-flops and make a larger MISR.

The capability of pseudo-random patterns to detect faults is highly dependent on circuit characteristics. Circuits that are highly observable and controllable may have many “easy-to-detect” faults and be very random-pattern testable. Other circuits may have sites that are much more difficult to observe and control and be much less amenable to this approach. Weighted random patterns and test points have both been proposed to increase the fault coverage during LBIST [22,46]. Alternatively, top-off ATPG patterns can be applied to detect those faults that are not covered by LBIST.

LBIST is particularly useful when tests are applied in the field. However, the overhead, power consumption, and costs of the added logic gates are increasing. Furthermore, the chip yield may actually decrease due to defects in the LBIST circuitry. Therefore, the feasibility of using LBIST for a circuit must be evaluated based on the cost-benefit analysis.
2.3.2. Deterministic

The deterministic method targets the modeled faults directly, and generates a test set to detect them. Fault models were discussed in Section 2.2. Here we further explain test generation.

2.3.2.1. Automatic Test-Pattern Generator

As previously noted, excitation and observation are the two requirements a test pattern must meet to detect a fault. Excitation of the fault generates a different binary value at the fault site between the faulty and fault-free circuits to activate the fault. For the example circuit shown in Figure 2.5, to excite the fault $Q$ stuck-at 0, the input $A$ must be set to a logic one. After the fault is activated, the effect of the fault has to be propagated to the output Carry. To meet this requirement, the input $B$ must be set to a logic one so that site $P$, the other input to the AND gate, will be set to a logic one. If site $P$ is not set to the non-controlling value for an AND gate (i.e. logic one), the value at $Q$ (and the fault effect) will be blocked. Thus, in this case, the test pattern generated to detect $Q$ stuck-at 0 is $A = 1$ and $B = 1$.

Automatic Test-Pattern Generation (ATPG) algorithms generally begin by creating a fault list containing all possible faults that correspond to the desired fault model. Then, a
fault is selected for targeting, and a pattern is generated. If dynamic compaction is used, and if sufficient “don’t care” values are present in the generated pattern, then other faults can be targeted, and new assignments to the primary inputs can be made to try to detect them with the same pattern. Two of the earliest ATPG algorithms were the D-Algorithm [82] and PODEM [36]. Over the years, a variety of optimizations and additional algorithms have been proposed to reduce the time required to run ATPG and generate more efficient and compact test sets.

2.3.2.2. Fault Cones

One of the optimizations used to make ATPG more efficient has been the use of fault cones. Through a forward trace of a circuit’s topology starting at a fault site, some of parts of the circuit can be reached. Those parts are reachable are called the fault cone [19]. Figure 2.6 illustrates this concept. Consider two possible stuck-at faults: A stuck-at 0 and P stuck-at 1. Starting at fault A stuck-at 0 and tracing the circuit’s topology toward the outputs, we find that gates G1, G2, G3, and the output Y are downstream. Therefore, G1, G2, G3, and Y compose the fault cone of fault A stuck-at 0 and are marked in blue. Similarly, G5, G6, and Z are in the fault cone of fault P stuck-at 1 and are marked in orange.

Fault cones have been used during ATPG to analyze which circuit sites can possibly be affected by a fault [71]. Some papers have also proposed analyzing fault cones to insert test points [96–98].

2.3.2.3. Scan-Chain

ATPG for sequential circuits is much more difficult than for combinational circuits because sequential circuits cannot be placed immediately in an arbitrary state, and some circuit sites cannot propagate their values immediately to a circuit output. More specifically, justifying values in the circuit interior to the circuit’s primary inputs may first require justifying values to the circuit’s flip-flops (or other state holding elements) and then further justifying those flip-flop values to the inputs over one or more previous clock cycles. In addition,
Figure 2.6. Faults and fault cones

Figure 2.7. Scan chain
propagation of a fault to a flip-flop does not make it immediately observable. If a fault can only be propagated to a flip-flop in the current clock cycle, then that flip-flop value must be propagated to the primary outputs in a subsequent clock cycle. Thus, sequential ATPG requires analysis of the circuit over many time cycles. This is difficult and inefficient, and the fault coverage achieved is often low.

To address this problem, scan chains have been devised to aid in ATPG by allowing circuits to be considered as combinational logic during ATPG. They do this by modifying the circuit to allow an arbitrary state to be shifted into the circuit’s flip-flops and allow values that have been captured in the flip-flops to be shifted out.

The high-level structure of a circuit containing a scan chain is shown Figure 2.7. This figure shows a the standard Huffman model for a sequential circuit, in which combinational logic uses the current input values and current state held in the flip-flops to calculate the current output and next state values that will be clocked into the flip-flops on the next clock edge. When a scan chain architecture is used, each flip-flop in the circuit is replaced with a scan flip-flop that allows it to be concatenated into a large shift register that can be used to shift patterns into and out of the flip-flops from *Scan in* to *Scan out* during test.

![Figure 2.8. Scan flip-flop](image)

Scan chain insertion generally involves replacing each flip-flop in the design with a MUX-D Scan flip-flop, such as that shown in Figure 2.8 [19]. The scan flop consists of a flip-flop and a multiplexer (MUX). By controlling the scan enable (SE) signal, we can determine
whether the value clocked into the flip-flop is coming from the previous bit on the chain (SI for Shift In) or from the circuit’s combinational logic (D).

During test, each test pattern is first shifted into the scan chain from scan in. For a chain of length \( n \), this takes \( n \) clock cycles. Next, the circuit is placed in functional mode by changing the value of \( SE \). The clock is pulsed, and data from the circuit is captured in the flop flops. Then the circuit is once again placed in shift mode, and the test results are shifted out at the same time that the next pattern is shifted in. The values shifted out can then be compared to the expected values.
As discussed in Chapter 2, ATPG-generated structural tests have many advantages over functional patterns. The fault coverage of these structural patterns is generally high and easy to quantify, and many well-known algorithms are available to generate them. They are also often an easier choice for debugging and diagnosis. However, traditional structural patterns can still miss many defects if they are generated by targeting faults that don’t match the defects that actually occur. One possible solution is to target additional fault models to capture a wider variety of defect behavior. The cell-aware fault model is one such model.

In Chapter 2, we also discussed probabilistic approaches to defect detection. Instead of explicitly modeling different types of defects, these ATPG methods aim to enhance the chances of fortuitously detecting the unmodeled defects. The most common probabilistic approach is $n$-detect, where the ATPG tool tries to detect each targeted fault at least $n$ times, where $n$ is generally greater than one. In fact, ATPG tools, such as Mentor Graphics™ Tessent [6], allow one to specify not only the number of guaranteed fault detections, but also the number of desired fault detections. This allows the corresponding test set to attempt to maximize the number of fault detections without significantly affecting the pattern count.

Thus, a reasonable question to ask is whether these various optimized tests are capable of fortuitously detecting faults that have more stringent conditions to satisfy at the inputs to a standard cell than a normal stuck-at fault. Such requirements are related to those needed for cell-aware fault detection. We explore this question by investigating the detection of “sub-gate-exhaustive” faults and how they interact with the optimization techniques used for $n$-detect.
In this chapter\textsuperscript{1}, we define a sub-gate-exhaustive fault by selecting one of the possible input combinations of a standard cell combined with a stuck-at fault at the output of the corresponding standard cell. Then, we use Mentor Graphics\textsuperscript{TM} Tessent to generate multiple probabilistic $n$-detect test sets with different values of $n$ and evaluate each test set for its ability to detect sub-gate-exhaustive faults. We determine which sub-gate-exhaustive faults are missed by the probabilistic approaches and show why an $n$-detect test set may actually be biased against their detection. We then explore how many top-off patterns would be needed to detect the missed sub-gate-exhaustive faults and how functional evaluation of their criticality can potentially reduce the number of patterns that need to be applied. Thus, we aim to determine whether it is possible to use a combination of a probabilistic and deterministic approaches in concert with functional analysis to create effective and efficient test sets for these types of faults.

3.1. Sub-Gate-Exhaustive Faults And Their Relation To Stuck-at ATPG

Usually, to make ATPG easier, the detection conditions for defects are abstracted to logical values at the inputs of the cells. A standard cell with $n$ inputs has $2^n$ possible input combinations. We define a sub-gate-exhaustive fault as a fault whose detection requires exactly one of these input combinations to be placed at the inputs to the cell while the appropriate stuck-at fault is observed at the output of the standard cell. Of these input combinations, some subset may be needed for 100\% stuck-at fault coverage of the cell, but not all. For example, consider Figure 3.1.

This figure shows a simple AND gate and the four possible input combinations for that AND gate. The second input combination in the list is required to detect $A$ stuck-at-1 because it is the only input combination that both excites the stuck-at-1 fault and allows its value to propagate through the gate to the output. Similarly, the third input combination is required to detect $B$ stuck-at-1 while the last input combination is required to detect $A$ stuck-at-0, $B$ stuck-at-0, and $F$ stuck-at-0.

\textsuperscript{1}This chapter is based on a previously published paper \cite{92}.
Only the first input combination, with both inputs equal to zero, is not required for the detection of any fault. It does not allow either of the two input signals to be propagated through the gate and observed. If all the sub-gate-exhaustive faults in our fault list for this AND gate required one of the final three input combinations for detection, then all of them would be guaranteed to be detected by a stuck-at fault test set. Only when a sub-gate-exhaustive fault list required the 00 input combination would the ATPG tool need to be “lucky to obtain full sub-gate-exhaustive fault coverage.

In general, for all AND, OR, NAND, and NOR gates of \( n \) inputs, the number of input combinations required for full stuck-at fault coverage is equal to \( n + 1 \). This corresponds to setting all inputs to the non-controlling value for one input combination, as well as setting all inputs but one to the non-controlling value, iterated over each input, for \( n \) additional input combinations. In the case of XOR and XNOR gates, no input combination is mandatory because there is no controlling value. In general, as the number of inputs to the gate increases, the percentage of input combinations that are not required for full stuck-at fault
coverage increases as well. Other potential standard cells, such as multiplexers and AOI (and-or-invert) cells also have multiple input combinations that are not required for full single stuck-at fault coverage, although they could be a part of a stuck-at fault test set.

3.1.1. The Reasoning Behind N-detect Test Sets

At least in full-scan circuits, ATPG tools are generally capable of creating test sets with very high stuck-at fault coverage. However, a problem often arises due to the presence of defects that are not well-modeled by the targeted faults, and this leads to test escapes.

There are two primary requirements for the detection of any fault or defect: excitation and observation. Defect excitation corresponds to creating a difference in logic value at the defect site between a good and defective circuit. In the case of a stuck-at fault, this simply requires setting the logic value at the defect site to the non-stuck value. In the case of a bridge fault, it requires setting the value of the two ends of the bridge to opposite values. In the case of a sub-gate-exhaustive faults, it may require a particular combination of values at the inputs of a standard cell. Obviously, these requirements vary from one type of fault or defect to another.

In contrast, site observation is a common requirement among all types of defects. No matter what type of defect occurs or what its excitation requirements are, the incorrect logic value must be propagated to an observation point (output or flip-flop on the scan chain) for the defect to be detected.

Thus, in the past, we have shown that the reason why n-detect test sets improve defect detection is because they increase the number of observations of circuit sites [31]. Each additional stuck-at fault detection at a site provides another opportunity for fortuitously exciting an unknown defect. Of course, to ensure that these additional observations are valuable, the resulting patterns must be sufficiently different from each other. For example, previous research has shown that increasing the probability that circuit sites are balanced with respect to their excitation values [28], and considering the values in a particular region around a gate in the layout [27] can improve the defect coverage of n-detect test sets. Also
note that the impact of each additional detection of a fault is greater when there are fewer
detections of that fault so far. The second detection is more valuable than the third, and
the third detection is more valuable than the fourth. In fact, we have shown previously that
the ability of another stuck-at fault detection to detect an as yet undetected defect (such as
a bridging defect) decreases exponentially as the number of previous detections of that fault
increases (e.g. [30, 88, 89]).

As a result, of this, one might expect that increasing the value of $n$ when $n$ is currently
very small would provide a good opportunity to increase the detection of sub-gate-exhaustive
faults while at the same time also detecting other types of untargeted faults. Thus, improved
sub-gate-exhaustive faults coverage might be free. However, there is a potential contradiction
between the requirements for achieving the maximum number of stuck-at fault detections and
obtaining high sub-gate-exhaustive faults coverage. Specifically, for many gates, those input
combinations to a cell that are not mandatory for 100% stuck-at fault coverage are exactly
those that prevent the inputs of the cell from being observed. Thus, choosing patterns that
maximize the number of stuck-at fault detections could be biased against the detection of
at least some sub-gate-exhaustive faults. To investigate this, we ran experiments on several
different types of $n$-detect test sets.

3.1.2. Experiments for Sub-Gate-Exhaustive Fault Detection by $N$-detect Test Patterns

Our preliminary investigations were performed on several of the largest ISCAS 89 bench-
mark circuits: s38584, s38417, s15850, s13207 and s9234 [18]. Because we are interested in
those input combinations on logic gates that may be required for the detection of a sub-
gate-exhaustive faults and yet are not guaranteed to be detected by a test set with 100%
stuck-at fault coverage, we selected a subset of these input combinations combined with
the appropriate stuck-at fault at the output of the corresponding standard cell as our "sub-
gate-exhaustive" fault, and added them to the fault list as separate faults. To ensure that
the results were not highly dependent on the particular input combinations selected, two
different fault lists were created for each circuit.
Specifically, each fault set differed in the input combinations required for sub-gate-exhaustive detection for all gates with more than 2 inputs. (Two input gates that are not XOR or XNOR have only one input combination that is not required for 100% stuck-at fault detection.) Thus, for example, in one fault set the input combination required for a sub-gate-exhaustive fault detection on a four input AND gate might be 0101, while in the other fault set it could be 0010. Each fault list was implemented with the User Defined Fault Model option in Mentor Graphics™ Tessent, and fault simulation was performed for stuck-at fault ATPG test sets created with four different n-detect test set strategies:

- \( n^0 \) (disable multiple detection function)
- \( n^1 \) (guaranteed detections=1, desired detections=3)
- \( n^2 \) (guaranteed detections=2, desired detections=5)
- \( n^3 \) (guaranteed detections=3, desired detections=7)

In this case, the \( n^1 \) test set is most similar to the embedded \( n \)-detect test set used in [40] because additional detections are added to a single-detect test set with minimal increase (if any) in pattern count. Which sub-gate-exhaustive faults in each fault list were detected by each test set was recorded, and the total number of sub-gate-exhaustive faults detected in each case is shown in Table 3.1. Those faults that were not detected by the corresponding \( n \)-detect test set were subsequently targeted with sub-gate-exhaustive ATPG. The total number of test patterns in each test set, including the sub-gate-exhaustive top-off patterns, is shown in Figures 3.2 and 3.3, with the total height of the bar corresponding to the total length of the combined test set. (For now, ignore the reference to “good state set 1” as this refers to functional simulations that will be described shortly.)

At this point, we are only interested in the number of test patterns allocated to each test set for sub-gate-exhaustive fault detection vs. stuck-at fault detection. The orange and blue portions of each bar correspond to top-off patterns generated separately for full detection of the non-redundant sub-gate-exhaustive faults in the fault list, while the cream colored
Figure 3.2. Test Patterns Required for Stuck-at and Sub-Gate-Exhaustive Faults for Sub-Gate-Exhaustive Fault Set 1 and Good State Set 1

Figure 3.3. Test Patterns Required for Stuck-at and Sub-Gate-Exhaustive Faults for Sub-Gate-Exhaustive Fault Set 2 and Good State Set 1
portions of each bar correspond to the number of patterns in the corresponding $n$-detect test set. Unsurprisingly, the total number of patterns required increases as the guaranteed size of $n$ increases. Also note that the number of sub-gate-exhaustive top-off test patterns does not decrease a great deal for a given circuit even when the number of detections for each stuck-at fault increases significantly as we go from $n_0$ to $n_3$. In fact, for some circuits and for some test sets, increasing the value of $n$ can actually cause a decrease in the number of sub-gate-exhaustive faults that were detected and a corresponding increase in the number of required top-off patterns. As shown in Table 3.1, this is especially true between $n_0$ and $n_1$, where the number of sub-gate-exhaustive faults detected was always less for the $n_1$ test set that tried to obtain more stuck-at fault detections. As a result, the number of top-off patterns required for each circuit increased in almost all of those cases. However, in general, by the time we reach the $n_3$ test set, there is usually a decrease in the number of sub-gate-exhaustive faults that must be targeted, possibly because the pattern count has gotten so much higher by that point. Yet, even this was not true for every circuit. Note that both fault sets generally show similar behavior.

3.1.3. Determining which Sub-Gate-Exhaustive Faults to Target

For these small circuits and small sub-gate-exhaustive fault sets, the number of additional top-off patterns is relatively small compared to the total size of the stuck-at test set. However, for large industrial circuits, the number of top-off patterns required to target additional fault models, such as cell-aware faults, may be prohibitively high. (Recall that our sub-gate-

Table 3.1. Detection of sub-gate-exhaustive faults by stuck-at fault $n$-detect test sets

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Fault Set 1</th>
<th>Fault Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n0</td>
<td>n1</td>
</tr>
<tr>
<td>s9234</td>
<td>929</td>
<td>923</td>
</tr>
<tr>
<td>s13207</td>
<td>1142</td>
<td>1119</td>
</tr>
<tr>
<td>s15850</td>
<td>1585</td>
<td>1568</td>
</tr>
<tr>
<td>s38417</td>
<td>5103</td>
<td>5065</td>
</tr>
<tr>
<td>s38584</td>
<td>7037</td>
<td>6988</td>
</tr>
</tbody>
</table>
exhaustive faults are intended to correspond to one set of detection conditions that may be needed for a potential cell-aware fault. In addition, even when the number of additional patterns seems to be small overall, if those additional patterns require a re-load of tester memory, even a small number of extra patterns may be prohibitively expensive. As a result, we also looked at which sub-gate-exhaustive faults should be targeted if we cannot target all of them.

Recall that one of the reasons to add sub-gate-exhaustive faults to our ATPG process at all is to reduce the number of test escapes and subsequent field returns. Thus, intuitively, it makes sense that those sub-gate-exhaustive faults that are more important from a functional perspective, and thus most likely to lead to field returns, should be targeted first. The realization that some faults are more important than others is not a new idea. In [81], Rearick noted that detecting non-functional timing defects could unnecessarily lower yields. Other researchers have even deemed that known defective parts can be sold if it is unlikely that the end user will ever use the product in such a way that the defects present will affect them (e.g. [16, 17, 52, 60]). The authors of [48] intentionally modify test sets to minimize the detection of acceptable faults so that they cannot cause failures and reduce yields. The authors of [49] ran test patterns to determine how defective a chip actually was for product grading purposes.

While we do not necessarily advocate selling parts known to be defective or avoiding fault detections to increase yields, in the past, we have also optimized stuck-at fault test sets for fault criticality, which we considered to be a function of the number of times a fault on a given clock cycle would cause an error that could ultimately propagate to an output seen by the end user [89], [88], [87]. We were able to show that detecting more critical stuck-at faults could lead to detecting more critical untargeted surrogate defects. In the current work, we harness this idea, but instead of trying to fortuitously detect more critical untargeted defects with our stuck-at fault test patterns, we instead investigate the ratio of how many sub-gate-exhaustive faults appear to really be functionally important as opposed to those that have not yet been shown to be detectable.
Figure 3.4. Overall flow for determining which sub-gate-exhaustive faults are functionally important for one set of sub-gate-exhaustive faults and one-set-of good states. This flow is repeated four times: for two fault lists and two sets of good states.

The overall flow of the experimental procedure is shown in Figure 3.4. First, we create our two sub-gate-exhaustive fault lists for each circuit as described in Section 3.1.2. At the same time, we use Synopsys™ VCS [9] to generate good-state patterns. For our purposes, good state patterns correspond to circuit states (inputs and flip-flop values) that were seen during normal sequential simulation of a design. Unfortunately, we do not know the real applications for these benchmark circuits, and thus, our input sequences are random. (We are assuming that these random sequences are representative of field operation.) In these experiments, we run two different test sets of 40,000 patterns each for each circuit to obtain two sets of good circuit states for each circuit.

Next, we insert a scan chain into each benchmark circuit for use during ATPG and fault simulation. We then create three different types of test sets for the evaluation of sub-gate-exhaustive detection characteristics. First, we perform stuck-at fault ATPG using Mentor Graphics™ Tessent [6] for the four types of $n$-detection test sets listed in Section 3.1.2. These are our baseline test sets that we assume would be applied regardless of their detection of sub-gate-exhaustive faults. We also take our good circuit states extracted from
sequential simulation and place them in a format that can be used by Tessent to perform fault simulation. Finally, we also run ATPG on our sub-gate-exhaustive faults using the UDFM option in Mentor Graphics™ Tessent. This allows us to determine which of these sub-gate-exhaustive faults are redundant (or tied) and can be ignored.

Both the stuck-at ATPG test sets and the good state patterns are then fault simulated for our sub-gate-exhaustive faults to determine which non-redundant sub-gate-exhaustive faults are detected by each set of patterns. Simulation of the ATPG test sets allows us to determine which of our sub-gate-exhaustive faults were not fortuitously detected by each stuck-at n-detect test set. In contrast, the fault simulation of our good state patterns for sub-gate-exhaustive faults is used to determine which sub-gate-exhaustive faults were detected by the good state patterns and thus are assumed to be functionally relevant. Faults that have been shown to be functionally relevant should be targeted before potentially non-functional faults when the number of test patterns that can be applied is limited.

Note that in these experiments, we are assuming that if a fault reaches a flip-flop or a true output on a single good state cycle that it is indeed detected. Of course, there is a possibility that an error that reaches a flip-flop in the first cycle may subsequently be masked and never reach a true output. Also note that just because a fault is not detected during good-state simulation does not mean that it is guaranteed to be non-functional. In fact, faults with very low detection probability relative to the number of patterns applied may show up as functional for one set of random patterns and not another, and we saw this happen in rare cases. Other faults with lower detection probabilities may not show up at all. As a result, it is important to remember that these faults are only potentially non-functional.

Thus, for each circuit studied and for each n-detect test set, we obtain one list of functional sub-gate-exhaustive faults that were not detected by the n-detect test set and one list of potentially non-functional sub-gate-exhaustive faults that were not detected by the n-detect test set for four different cases:

- Good State Set 1, Cell-Aware Fault Set 1
- Good State Set 1, Cell-Aware Fault Set 2
• Good State Set 2, Cell-Aware Fault Set 1
• Good State Set 2, Cell-Aware Fault Set 2

Keeping the functional and potentially non-functional faults separated allows us to generate the top-off patterns for them separately. The simulation results of these experiments for the first set of good state patterns are shown in Figures 3.2 and 3.3. The results for the second set of good state patterns are shown below in Figures 3.5 and 3.6.

Figure 3.5. Test Patterns Required for Stuck-at and Sub-Gate-Exhaustive Faults for Sub-Gate-Exhaustive Fault Set 1 and Good State Set 2

In these figures we can see that varying the good state test sets and the fault lists did not significantly change the results. In each graph, the blue portion of each bar corresponds to top-off patterns needed to detect sub-gate-exhaustive faults that were detected at least once during the good state simulation (i.e. would have caused an error to occur and propagate to an output or flip-flop during normal sequential simulation.) The orange bars correspond to the top-off patterns needed for sub-gate-exhaustive faults that were never seen to cause a failure in the corresponding good state simulation. In each of the four graphs, there are generally more top-off patterns needed to test for potentially non-functional sub-gate-
exhaustive faults than those that test for functional sub-gate-exhaustive faults. The blue lines on each figure correspond to the y-axis on the right side of each graph and show how many patterns are being added to detect potentially non-functional faults. Once again, it is clear that simply increasing the number of guaranteed and desired detects during stuck-at ATPG does not necessarily reduce the number of additional patterns that are being added for what may very well be functionally redundant faults. This is especially true as we move from $n_0$ to $n_1$, although it can also happen between $n_1$ and $n_2$ and between $n_2$ and $n_3$. Yet, the overall trend is that the total number of patterns added for potentially non-functional sub-gate-exhaustive fault detections appears to decrease significantly from $n_0$ to $n_3$. However, the number of patterns added may still be significant. The percentage increase in test length is shown in Figures 3.7 through 3.10.

These graphs represent the total percent increase in pattern count corresponding to patterns that test for potentially non-functional faults and were added as top-off patterns compared to the number of tests for stuck-at ATPG plus top-off patterns needed to test for known functionally relevant sub-gate-exhaustive faults. Here again we see that two different
sets of 40,000 good-states, as well as two different sub-gate-exhaustive fault sets, achieved similar results. As we expected from the earlier results, as the value of $n$ for stuck-at ATPG increases from $n_0$ to $n_3$, we see a sharp decrease in the percentage of patterns that check for potentially non-functional sub-gate-exhaustive faults. However, this percentage decrease is not entirely due to a decrease in the actual number of non-functional test patterns, but is also due to the fact that as $n$ increases, there is a significant increase in the number of stuck-at ATPG patterns and thus the baseline for comparison is much larger.

![Figure 3.7. Percent Increase in Test Set Length when Potentially Non-Functional Sub-Gate-Exhaustive Faults are Targeted for Sub-Gate-Exhaustive Fault Set 1 and Good State Set 1](image)

Finally, we plotted the distribution of the potentially non-functional versus functional sub-gate-exhaustive faults among those not detected by stuck-at fault ATPG. The data is shown in Figures 3.11 through 3.14. Once again the results were similar for all of the tested patterns and sub-gate-exhaustive fault sets. Different circuits obtained different distributions based on each circuit’s characteristics. However we can see that the potentially non-functional sub-gate-exhaustive faults accounted for a large percentage of the total sub-gate-exhaustive faults for those not detected by stuck-at ATPG. In s9234 the potentially non-
Figure 3.8. Percent Increase in Test Set Length when Potentially Non-Functional Sub-Gate-Exhaustive Faults are Targeted for Sub-Gate-Exhaustive Fault Set 2 and Good State Set 1

Figure 3.9. Percent Increase in Test Set Length when Potentially Non-Functional Sub-Gate-Exhaustive Faults are Targeted for Sub-Gate-Exhaustive Fault Set 1 and Good State Set 2
Figure 3.10. Percent Increase in Test Set Length when Potentially Non-Functional Sub-Gate-Exhaustive Faults are Targeted for Sub-Gate-Exhaustive Fault Set 2 and Good State Set 2

Figure 3.11. Distribution of Sub-Gate-Exhaustive Faults Between Functional & Non-Functional for those not Detected by Stuck-At ATPG for Cell-Aware Fault Set 1 and Good State Set 1
Figure 3.12. Distribution of Sub-Gate-Exhaustive Faults Between Functional & Non-Functional for those not Detected by Stuck-At ATPG for Cell-Aware Fault Set 2 and Good State Set 1

Figure 3.13. Distribution of Sub-Gate-Exhaustive Faults Between Functional & Non-Functional for those not Detected by Stuck-At ATPG for Cell-Aware Fault Set 1 and Good State Set 2
Figure 3.14. Distribution of Sub-Gate-Exhaustive Faults Between Functional & Non-Functional for those not Detected by Stuck-At ATPG for Cell-Aware Fault Set 2 and Good State Set 2

functional sub-gate-exhaustive faults accounted for 90-94% of all the sub-gate-exhaustive faults that were not detected by stuck-at ATPG. Even in s38584, the potentially non-functional sub-gate-exhaustive faults accounted for 50-56% of the total sub-gate-exhaustive faults that were not detected by stuck-at ATPG. Finally, there does not seem to be a clear trend in the data as the test sets go from n0 to n3.

3.2. Summary

In this chapter we have described an investigation of the relationship between the detection of sub-gate-exhaustive faults and test sets optimized for n-detect. Overall, the exact trends may vary from one circuit to another, but in general, even the large increases in pattern count that occur with the n3 test sets do not necessarily yield a corresponding increase in sub-gate-exhaustive fault detection. In some cases the gain in sub-gate-exhaustive coverage is negligible. Furthermore, when the number of desired detections increases, but the pattern count does not change significantly (as occurs when going from n0 to n1), the number of detected sub-gate-exhaustive faults may actually decrease. This is not a flaw in
the ATPG tool or \( n \)-detect algorithm. It is due to a fundamental tension between the fact that some sub-gate-exhaustive fault detection conditions may require us to reduce circuit site observations while maximizing the number of stuck-at fault detections requires us to increase circuit site observations. Thus, other options may be needed to reduce the impact of sub-gate-exhaustive faults on the overall test set size when testing resources are limited. One way to do this is through the analysis of which of the sub-gate-exhaustive faults are truly capable of (or more likely to) cause functional failures. These faults should be targeted first, and our experiments have shown that some sub-gate-exhaustive faults do appear to be more likely to cause errors in functional mode. These experiments were performed using limited simulation of good circuit states. However, while such simulation may show that faults are functional, it does not prove that undetected faults are non-functional. Thus, further analysis may be needed if it is necessary to prove that faults are truly non-functional before they are not targeted during test. Such analysis may be necessary for highly critical applications with very high quality requirements.
Chapter 4

CHARACTERIZATION OF CELL-AWARE FAULT DETECTABILITY

This chapter expands the previous analysis of sub-gate-exhaustive faults to encompass both true cell-aware fault and gate exhaustive fault models. In particular, it explores how a subset of all possible input combinations for a standard cell can be used as a compact test set that will detect all of the internal cell-aware faults identified through layout and analog based analysis of a single standard cell in the NanGate Open Cell Library [7] or a commercial library. One goal is to determine the underlying character of the cell-aware faults and verify why they lead to larger tests sets. Another goal is to determine how close the single cell test set is to the set of gate exhaustive patterns for that cell.

4.1. Background

In Chapter 3, we investigated ways in which various input combinations that may be needed for the detection of internal faults could be detected (or not) by \( n \)-detect test sets. We showed that some input combinations for various gates are “\( n \)-detect resistant,” and any cell-aware faults that require those combinations for detection may actually be more likely to be missed when the number of “guaranteed” and “desired” detections are increased without a corresponding increase in pattern count.

However, at the time that data was collected, we did not have access to actual cell-aware faults that were identified through analog analysis of faults inserted into the layout. Instead, we had to select a subset of all input combinations as our “sub-gate-exhaustive faults.” Later, we found and began analyzing the NanGate FreePDK45 Generic Open Cell Library [8] and began investigating the characterization of static and dynamic (i.e. delay-based) cell-aware faults.
The NanGate FreePDK45 Generic Open Cell Library [8] is a generic open source 45 nm library that was created for research purposes by the Silicon Integration Initiative. According to their website, it was generated using Nangate’s Library Creator™ [7] and North Carolina State University’s FreePDK Base Kit [4]. Characterization was performed using Arizona State’s Predictive Technology Model (PTM). Because it was intended only for research, the library was generated using non-optimized Open PDK and cannot be used for the actual manufacture of integrated circuits. However, this library is compatible with the commercial cell-aware fault generation tool we used that automates the analysis of standard cell libraries for potential defects, and thus it allows us to generate a cell-aware fault list for each circuit. Later, our experiments were also repeated using standard cells from a commercial standard cell library.

4.2. Extracting Layout-Based Cell-Aware-Type Faults from Cell-Aware ATPG of Standard Cells

In this portion of the project, we focused on standard cells operating as individual circuits so that we could characterize the test patterns needed to achieve 100% fault coverage of the standard cell when traditional fault models were used as opposed to the cell-aware fault model. More specifically, we wanted to explore how many patterns layout-based cell-aware faults required when compared to the normal stuck-at and transition patterns that would need to be applied to achieve 100% coverage of those other types of faults. In particular, the goal here was to see how many additional patterns are really necessary for detecting cell-aware faults when compared to both stuck-at and transition faults when no other constraints arising from other gates in the circuit are involved. (In a larger circuit, more patterns may be needed if these particular input combinations conflict with required logic value assignments on other gates/standard cells. On the other hand, faults for multiple standard cells in a larger circuit may be detectable with a single pattern.) We also wanted to determine how similar these “best case” pattern counts are to not only stuck-at and transition faults, but also to gate exhaustive faults. Thus, we also ran ATPG for stuck-at and transition faults on
the single-cell circuits we generated previously.

The overall flow for the NanGate Library is shown in Figure 4.1. The flow for the commercial library is similar to Figure 4.1, but it does not have “Run CellModelGen” [6] because we were given the extracted fault list directly.

![Flowchart for obtaining data regarding test patterns obtained by targeting cell-aware faults and stuck-at or transition faults](image)

**Figure 4.1.** Flowchart for obtaining data regarding test patterns obtained by targeting cell-aware faults and stuck-at or transition faults

### 4.3. Exploring the Additional Patterns Required for Static Cell-Aware Fault Detections at the Standard Cell Level

Ultimately, in our experiments, ATPG was run using four different fault lists for individual standard cells: 1) static cell-aware UDFMs [6] obtained from CellModelGen, 2)
dynamic/delay-based cell-aware UDFMs created with CellModelGen, 3) stuck-at faults, and 4) transition faults. Each type of experiment was implemented using standard cells from the NanGate library and from the commercial library. We were primarily interested in the pattern count for each resulting test set. Gate exhaustive test set sizes depend only on the number of gate inputs and do not require ATPG. Once test sets were obtained for each fault list, we considered static and dynamic faults separately. Figures 4.2, 4.3, 4.4, 4.5 and 4.6 show the corresponding data for static faults.

![Figure 4.2](image)

Figure 4.2. Comparison between the number of test patterns required for compressed test sets covering different types static faults for NanGate™ library

Figure 4.2 shows the number of test patterns in the stuck-at (red line) and cell-aware (green line) test sets for each of the 96 standard cells in the NanGate™ library. The standard cells are sorted on the x-axis in increasing number of inputs (1 to 6) as well as in increasing number of stuck-at fault test patterns. The blue line shows the number of patterns that would be needed for each standard cell for gate exhaustive testing.

As would be expected, as the number of inputs increases, the number of patterns needed to achieve 100% fault coverage of the standard cell increases as well. In the case of both
the stuck-at and cell-aware faults, the number of patterns needed is actually quite similar and usually much lower than the number of test patterns needed for gate exhaustive testing, indicating that gate exhaustive tests are probably not needed to obtain good cell-aware fault coverage for defects within the standard cell and that a layout-based analysis is worthwhile.

Figure 4.3. Comparison between the number of test patterns required for compressed test sets covering different types of static faults for the commercial library

The results shown in Figure 4.3 have been collected from standard cells in the commercial library. It has almost 2500 cells and is much larger than the NanGate™ library. The collection and formatting of the data is similar to that shown in Figure 4.2. Once again, gate exhaustive testing appears to be much more expensive than what is necessary for stuck-at and cell-aware faults, especially for those cells with a high number inputs. Thus, layout based analysis for fault extraction is important if compact test sets are desired.

To more clearly show the differences in pattern counts between stuck-at and cell-aware faults for the commercial library standard cells, Figure 4.4 shows a “zoomed-in” version of the data without the gate exhaustive pattern counts. The result is quite similar to Figure 4.2. The test set size required for cell-aware faults is usually bigger than stuck at faults for
Figure 4.4. Comparison between the number of test patterns required for compressed test sets covering different types static faults without gate exhaustive pattern counts for commercial library each standard cell.

Figure 4.5 shows related data for the NanGate™ library, but in this case, the percent increase in the number of patterns required for full stuck-at coverage vs. full cell-aware coverage is shown as calculated with the formula:

\[
\text{Percent increase} = \frac{\# \text{cell-aware patterns} - \# \text{stuck-at patterns}}{\# \text{stuck-at patterns}} \times 100\% 
\] (4.1)

Clearly, for some standard cells, there is a significant percent increase in the number of patterns required. Generally, this is due to the presence of more complex standard cells. For example, the increases in pattern count for the three-input gates 50-52 correspond to MUX and Full Adder cells. Another increase at gate 58 is due to the OAI21_X4 gate.

Figure 4.6 shows similar data for the commercial library. However, the magnitude of the increase is often larger than that shown in Figure 4.5. For example, some of the 3-inputs cells require an almost 300% increase. We believe that this is due to characteristics of the
Figure 4.5. Percent Increase in the Number of Patterns Needed for Cell-aware Faults over Stuck-At Faults for NanGate™ library

Figure 4.6. Percent Increase in the Number of Patterns Needed for Cell-aware Faults over Stuck-At Faults for the Commercial Library
standard cells in the library.

Also note that for some of the standard cells with 5, 6, and 8 inputs, the number of patterns required for cell-aware fault coverage is less than that required for stuck-at faults. We believe that this may be due to random decisions made during ATPG during test pattern generation.

Finally, we investigated the number of don’t care bits in the test patterns of the two test sets for both stuck-at and static cell-aware faults. The results based on the NanGate\textsuperscript{TM} library are shown in Figure 4.7. The number of X’s is important because having more X’s in the patterns means that these input combinations are likely to be more easily satisfied when the faults are targeted in a larger circuit where compatible values must be found among multiple gates on each test pattern. In Figure 4.7, we can see that the percentage of X’s in the test patterns is very low for those standard cells that have few inputs. The percentage of X’s increases for some standard cells with 3, 4, 5, or 6 inputs; however, in general, stuck-at fault test patterns have more X’s than cell-aware. This is expected because internal cell-aware faults that are not detected by stuck-at are likely to have more conditions that must be satisfied for detection to occur. In fact, in most cases, the cell-aware test patterns have no X’s at all.

The same experiment for comparing the number of don’t care bits in the test patterns was also performed on standard cells from the commercial library. The results are similar to those obtained from the NanGate\textsuperscript{TM} library and are shown in Figure 4.8. When the number of inputs to the standard cell is three or more, there are often significantly more X’s in the stuck-at patterns than in the cell-aware patterns.
Figure 4.7. Average percentage of X's in a test pattern for NanGate™ library

Figure 4.8. Average percentage of X's in a test pattern for the commercial library
4.4. Exploring the Additional Patterns Required for Delay-Based Cell-Aware Fault Detections at the Standard Cell Level

Similar data was also obtained for delay faults. Figures 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, 4.15, and 4.16 show data for transition faults and delay-based cell-aware faults.

![Comparison between the number of test pattern pairs required for compressed test sets covering different types dynamic faults with gate exhaustive patterns for NanGate™ library](chart)

Figure 4.9. Comparison between the number of test pattern pairs required for compressed test sets covering different types dynamic faults with gate exhaustive patterns for NanGate™ library

We see the same trends in this data as in the static case, but they are often more pronounced. More pattern pairs were required for cell-aware delay fault coverage than for the transition fault coverage beginning with two-input cells. This increase occurs earlier and remains more pronounced than the corresponding increase in the cell-aware static and stuck-at pattern graph. The percentage of X’s in the pattern pairs is also much larger in the case of transition faults than in the case of cell-aware faults.

4.5. Summary and Next Work

In this chapter, we have investigated the relationship between both delay-based and static cell-aware faults and their corresponding traditional faults. We have found that the number
Figure 4.10. Comparison between the number of test pattern pairs required for compressed test sets covering different types dynamic faults without gate exhaustive patterns for NanGate\textsuperscript{TM} library.

Figure 4.11. Comparison between the number of test pattern pairs required for compressed test sets covering different types dynamic faults with gate exhaustive patterns for commercial library.
Figure 4.12. Comparison between the number of test pattern pairs required for compressed test sets covering different types dynamic faults without gate exhaustive patterns for commercial library.

Figure 4.13. Percent Increase in the Number of Pattern Pairs Needed for Cell-aware Faults over Transition Faults for NanGate™ library.
Figure 4.14. Percent Increase in the Number of Pattern Pairs Needed for Cell-aware Faults over Transition Faults for commercial library

Figure 4.15. Average percentage of Xs in a test pattern pair for NanGate™ library
of patterns needed to detect all cell-aware faults for a standard cell is much less than the number of gate exhaustive test patterns. In addition, for less complex standard cells (such as standard logic gates), the number of patterns required for both stuck-at and cell-aware fault detection is often identical. It is primarily for more complex or high-input gates that the difference between the two becomes pronounced, and a layout-based analysis becomes necessary. In addition, the percentage of X’s in the cell-aware fault patterns is much less than the percentage of X’s in the corresponding stuck-at or transition patterns. This has the potential to make the detection of multiple cell-aware faults with a single pattern much harder to do in larger circuits made up of many standard cells and helps to further explain the increase in pattern count seen by many researchers for cell-aware test sets.

As previously noted, restricting fault targeting to only truly functional faults in a circuit has the potential to make test sets more efficient. However, identifying which faults are truly functional can be difficult. Thus, an alternative approach involves the use of enhanced Design for Testability (DFT) circuitry to detect more cell-aware faults with an efficient test set. The next chapter will investigate such an approach for the detection of cell-aware faults.
PUTTING WASTED CLOCK CYCLES TO USE: ENHANCING FORTUITOUS CELL-AWARE FAULT DETECTION WITH SCAN SHIFT CAPTURE

In Chapter 4, we investigated various aspects of the detectability of cell-aware faults when only a single standard cell was present. The experimental results showed that even for a single standard cell, the number of patterns required to detect all cell-aware faults was often considerably larger than that required to detect all traditional (stuck-at or transition) faults. Furthermore, the resulting test sets had fewer don’t care values in the patterns. As a result, there are more opportunities for conflicts between the detection requirements of various cell-aware faults, likely requiring separate patterns to detect each of them.

The authors of [11] have proposed adding control test points to appropriate locations in the circuit where these conflicts may occur—allowing fanout branches to be set to different values and reducing the number of cell-aware faults that cannot be detected together due to either excitation or observation incompatibilities. ATPG tools must then take advantage of those new controllability points to try to detect as many cell-aware faults with each pattern as possible.

In this chapter\(^2\), we take a different approach. Instead of adding controllability test points to try to make otherwise incompatible faults compatible, we aim to detect cell-aware faults using only a stuck-at fault test set that has been generated normally. We consider the fact that generally, when tests are applied to circuits that contain scan chains, test results are only captured once the entire pattern has been shifted in and the desired deterministic pattern has been applied. Intervening shift cycles serve only as overhead. This is done because capturing data in the circuit’s scan flip-flops during scan shift would destroy the pattern being shifted in. However, if data is captured in shadow flops in a MISR instead,

\(^2\)This chapter is based on a previously published paper [93]
those shift cycles could be used to obtain additional fault coverage.

Thus, in this chapter, we investigate the ability of the intervening shift cycles to achieve high static cell-aware fault coverage using only the test patterns generated to detect stuck-at faults. We also investigate reducing the number of shadow flops required. Our results show that high cell-aware coverage is achievable even when only a stuck-at test set is applied—in some cases equal to the coverage obtained by a dedicated cell-aware test set.

5.1. Background and Related Work

As previously noted, an alternative probabilistic approach to detecting defects with ATPG test patterns involves using an Linear Feedback Shift Register (LFSR) or another pseudo-random pattern generator to apply a large number of patterns to the circuit during Logic Built-In Self Test (LBIST) (e.g. [10, 20, 21, 26, 51, 56, 59, 101]). Often, test results are captured as a signature using a Multiple Input Signature Register (MISR) that can be compared against an expected signature.

Both test-per-scan and test-per-clock approaches have been proposed for LBIST. Test-per-scan approaches use scan chains to shift the entire pseudo-random pattern into a circuit-under-test before the test is applied, whereas test-per-clock approaches feed the outputs of the test pattern generator to the circuit under test on each clock and collect the results from the outputs of the circuit under test with a signature analyzer [19, 57, 58, 73]. For example, the authors of [73] suggest a BIST scheme in which all flip-flops in the circuit are shadowed to capture responses in a test-per-clock mode. The shadowed data is then combined with the circuit output data in a separate MISR structure. Test patterns to detect stuck-at faults are optimized for this structure and stored in an on-chip memory. In this chapter, we will consider a related scheme with lower overhead that focuses on the fortuitous detection of cell-aware faults in the presence of on-chip decompressors.

Other recent work describes a method that uses a test-per-clock approach and adds a multiplexer and XOR gate to every flip-flop in the design so that different chains may be in one of three modes during test: stimulus, compaction, or mission mode [69]. Compaction
mode utilizes the XORs to obtain a signature for selected chains. Stimulus mode involves shifting, and mission mode simply allows that chain’s flip-flops to operate in normal mode. Scan path stitching is changed to collect flip-flops into chains amenable to the approach, and simulated annealing is used to determine which chain should be in each mode. Specialized ATPG is used to create the test patterns. The authors of [80] also consider a pattern generation and application approach that may shift data less than the full amount before capturing data in flops without a MISR.

Because some faults are difficult to detect with random patterns, weights may be used to bias the inputs in favor of a logic 0 or logic 1 to help increase the detection capability (e.g. [23, 59, 100]). However, top-off patterns created with ATPG or deterministic BIST are often still required to achieve acceptably high coverage for even single stuck-at faults (e.g. [13], [47]).

5.2. Capturing Test Results on Scan Shift

Traditional scan-based test requires that a significant amount of time be spent shifting data into and out of the scan chains. In fact, if the longest scan chain is of length $L$, then at least $L$ clock cycles are needed to shift the pattern into the chain. This is followed by at least one cycle in normal mode to capture the values generated by the circuit in response to the applied pattern (i.e. perform the test). This is then followed by at least an additional $L$ clock cycles required to shift the resulting data out. Of course, it is standard to overlap the shifting in of one pattern with the shifting out of the following pattern. However, in general, only one clock cycle out of every $L+1$ cycles is actually used for defect detection. This is one reason why on-chip decompressors are often added to circuits, so that a long chain can be broken up into many shorter scan chains that can be shifted simultaneously, if desired.

Intuitively, it seems that it should be possible to use the intervening shift cycles for defect detection, but standard scan chain design makes this difficult or impossible if all chains are going to be shifted simultaneously. In particular, if data were to be captured in the chains on the intervening shift cycles, the captured data would destroy whatever pattern we were
attempting to shift into the chain, as shown in Figure 5.1.

This figure shows the standard Huffman model for sequential circuits with the state-holding flip-flops connected together into a scan chain. Assume that we intend to shift the pattern 0111 into the chain, starting with 0. If we capture data in the flops after the first three bits have been shifted into the chain, then the contents of the chain will correspond to the captured values, not the 011 that have been shifted in already. Thus, for example, if the circuit generates a logic 0 on the bottom flop when X011 is currently present in the chain, then the last bit will be set to 0 before the next shift if we capture first. Similarly, in this figure, the second flop from the top will be set to a logic 1 before the next shift. The end result is that the data that appears in the scan chain at the end of scan chain shifting is 1101 instead of the 0111 that was intended.

Figure 5.1. Capturing data during scan shift will destroy the pattern being shifted into the circuit.
Using the captured data for intervening shift cycles as part of the pattern is possible (and to some extent is already done when applying launch on last shift or launch on capture delay patterns at the very end of the scan shift process to apply delay patterns). However, as in [80], this would make ATPG more complex if data were captured many times in the middle of the scan shift sequence. The difficulty would likely be even higher for large numbers of hard-to-detect cell-aware faults.

To avoid this increase in ATPG complexity and possible loss of coverage, we consider that scan shift cycles can be harnessed for fortuitous cell-aware defect detection if a small amount of additional DFT circuitry is added to the design to enhance its testability. In particular, we explore how selected circuit sites can be augmented with observation test points that can be collected into a MISR [70] that will capture data on the intervening scan shift cycles, allowing each partially shifted in pattern to serve as an actual test pattern that can detect cell-aware defects, as shown in Figure 5.2.

![Sequential circuit](image)

**Figure 5.2.** Sequential circuit in which selected scan flip-flops are shadowed in a MISR so that a signature can be collected using intermediate shift data as test patterns

Thus, with this approach, we have the opportunity to augment the original deterministic test set by increasing the number of *effective patterns applied* by up to a factor of $L$. When
one considers that a standard industrial circuit may contain scan chains with hundreds of thousands of flip-flops, the potential impact on probabilistic defect detection with no increase in test time is highly significant.

In the rest of this chapter, we will explore how this approach can improve the detectability of cell-aware faults with a test set that was generated to target only stuck-at faults. We will show that for most of the circuits studied, a large portion of the cell-aware faults are fortuitously detected with a small number of scan shift patterns. We will explore the number of scan flip-flops that need to be shadowed, the number of clock cycles on which the MISR must capture data, as well as the possibility of aliasing in the MISR. Furthermore, we will show that even the stuck-at test set size may be reduced with very little effort if the scan shift patterns are used to detect stuck-at faults as well. This is all accomplished in the presence of an on-chip decompressor.

5.3. Experimental Setup

Our experimental analysis was performed on five different circuits from opencores.org [5] and one industrial circuit. The characteristics of these circuits are shown in Table 5.1. The OpenCores™ circuits were synthesized using the NanGate FreePDK45™ Generic Open Cell Library [8], a standard cell library that contains the layout of each standard cell. As discussed in the previous chapter, although the library was intentionally designed so that it cannot be used to manufacture circuits, it was intended to allow challenges regarding advanced technology nodes to be explored. This library is compatible with the commercial cell-aware fault generation tool we used that automates the analysis of standard cell libraries for potential defects, and thus it allows us to generate a cell-aware fault list for each circuit.

We also performed experiments on an industrial size circuit, Circuit A, that was synthesized with a commercial library. All circuits shown in this paper were implemented with on-chip decompressors. The sizes of the fault lists in the presence of on-chip decompressors for each circuit are shown in Table 5.1.
The original cell-aware fault list created for each circuit contained both detectable and non-detectable cell-aware faults. To determine how many faults were actually detectable, we followed the overall procedure shown in Figure 5.3. We first ran cell-aware-ATPG and fault simulation to see how many faults could be detected and to determine how many patterns were required in a cell-aware test set for each circuit. We also ran normal stuck-at fault ATPG to generate a stuck-at fault test set for each circuit. We then used a commercial tool to perform cell-aware fault simulation on the stuck-at test set to determine which cell-aware faults were missed by stuck-at fault ATPG. Finally, we extracted a test set that consisted of all the intermediate shift patterns that would be seen by the circuit during scan-shift when the stuck-at test pattern set was shifted through the chain. This test set of intermediate shift patterns could then be fault simulated to determine its cell-aware fault detection capabilities and identify how many additional detections of cell-aware faults were possible compared to those detected by just the original stuck-at fault test patterns.

5.3.1. Defining Intermediate Shift Patterns

The procedure for defining the intermediate shift patterns is shown in Figure 5.4. We assume that the flip-flops are reset to contain all 0’s before the first pattern begins to be shifted in. This is necessary to avoid capturing X’s in the MISR. Alternatively, the MISR could be set to not capture anything while the first pattern was being shifted in.
Figure 5.3. Procedure for identifying detectable cell-aware faults
Figure 5.4. Example of disassembling original test patterns into multiple intermediate test patterns

<table>
<thead>
<tr>
<th>Original Test Pattern</th>
<th>Pattern 1</th>
<th>Pattern 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>1_1: New</td>
<td>2_1: New</td>
</tr>
<tr>
<td></td>
<td>1_2: New</td>
<td>2_2: New</td>
</tr>
<tr>
<td></td>
<td>1_3: 1st Original Pattern</td>
<td>2_3: 2nd Original Pattern</td>
</tr>
<tr>
<td>1_1: New</td>
<td>1 0 0</td>
<td>1 1 0</td>
</tr>
<tr>
<td>1_2: New</td>
<td>1 1 0</td>
<td>0 1 1</td>
</tr>
<tr>
<td>Pattern 1_3: 1st Original Pattern</td>
<td>0 1 1</td>
<td>1 0 1</td>
</tr>
<tr>
<td>1st Original Capture Pattern</td>
<td>0 1 0</td>
<td></td>
</tr>
<tr>
<td>2nd</td>
<td>1 0 1</td>
<td></td>
</tr>
<tr>
<td>Original Test Pattern</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Initial all flops as 0

Shift in direction
Assume that the length of the scan chain is $n$. We then create $n-1$ intermediate test patterns for pattern 1 that consist of the pattern iteratively being shifted in. They are denoted as pattern 1_1, pattern 1_2, etc. Finally, on the $n^{th}$ shift, the 1st ATPG pattern is entirely present in the scan chain. This is the pattern that will be applied, and the corresponding test results will be captured in the normal scan chain (as opposed to just the shadow flops/MISR). Thus, once the values are captured, the state of the chain corresponds to the values that we expect to be scanned out from the chain due to pattern 1’s application to the circuit under test. This capture pattern is shown with the dashed lines in the figure.

Next, pattern 2 starts to be shifted into the chain. Its intermediate scan patterns are a combination of the capture values from pattern 1 as well as the ATPG-created values that correspond to pattern 2. This process repeats until we have $n*m$ partial patterns (including the original ATPG patterns), where $m$ is the number of patterns in the stuck-at test set, and $n$ is the maximum number of flip-flops in the chain.

5.3.2. Handling Chains of Different Lengths

When chains of different lengths are present in a circuit, the ATPG tool may pad the test patterns for the shorter chains with X’s so that X’s are shifted into the short chains before the actual values for the pattern are shifted in. For these experiments, those X’s were replaced with randomly filled values of 1’s and 0’s.

5.3.3. Handling X’s in Capture Values

In our experiments, only one of the circuits generated X’s in any of the capture values. Fortunately, these X’s appeared only at the end of the test set (i.e. in the last several patterns) as opposed to most patterns. We simply disabled the MISR (prevented it from capturing any data) when any X’s would have been present in an intermediate shift pattern. In other industrial circuits, more X’s may be present throughout the test set. Such X’s could be handled with previously proposed techniques used for LBIST. Ways to optimize the handling of X’s for the approach described in this chapter is part of our future work.
5.4. Experimental Results

5.4.1. Fortuitous Cell-Aware Fault Detection by Intermediate Scan Shift Patterns

Our initial experiments tried to determine what percentage of the detectable cell-aware faults that would have been missed by simply applying traditional stuck-at fault test patterns could be detected by the same stuck-at fault test patterns if data were captured on intermediate scan shift cycles as well as at the end of scan shift. In each case, all X’s in the test patterns were filled with a standard random-fill procedure and the requirements of the on-chip decompressor. The fault detection results can be seen in Figure 5.5.

![Figure 5.5](image.png)

**Figure 5.5.** Percentage of cell-aware faults missed by stuck-at ATPG patterns that are detected when intermediate shift patterns are used for fault detection.

The overall detection percentages are generally very high. In all but one case, 90% or more of the cell-aware faults that would have been missed were detected fortuitously with scan shift intermediate patterns. For two circuits, all of the missed cell-aware faults were detected. *FPU* has the lowest percentage of faults covered. We believe that this is due to
the character of the circuit. For example, the circuit likely has a large number of difficult-to-observe sites. In future work, we will investigate ways of increasing coverage for this kind of circuit by possibly changing observation points to be in alternative locations and by more intelligent filling of X’s in the test patterns.

5.4.2. Test Set Size Reduction

Because we decided to apply the entire stuck-at fault test set regardless of the number of stuck-at faults that might have been detected fortuitously by the intermediate patterns, the reduction in pattern count for patterns to be stored is limited by the difference between the test set that was generated by targeting cell-aware faults and the test set that was generated by targeting stuck-at faults.

Of course, as shown in the previous section, for some circuits we were still not able to obtain 100% cell-aware coverage through fortuitous detection in the intermediate pattern test set. If we still want to detect those faults, one approach is to generate top-off patterns for them with ATPG. Alternately, it may be possible to modify the tests (e.g. by adding more constraints or intelligently filling X’s) to achieve better coverage with the original test pattern set. The test set size compared to the cell-aware-test set when the stuck-at test set or the stuck-at test set with top-off patterns are used can be seen in Figure 5.6.

In this figure, the percentage of patterns required varies between 45% and 80% of the original cell-aware test set when top-off patterns are not used to get the remaining coverage for all of the cell-aware faults. (Lower numbers are better.) When top-off patterns are applied, the pattern counts vary between approximately 55% and 90% of the original. Note that in each case, the original test set was generated for a circuit with an on-chip decompressor. Also note that the overall reduction is ultimately limited by the size of the original stuck-at test set, which we kept intact. Finally, note that even reducing the overall pattern count by 10% can correspond to significant savings when the total number of original patterns is large.
Figure 5.6. Percentage of original cell-aware pattern count applied when a stuck-at test set (with or without top-off patterns) is applied instead of a cell-aware test set.

5.4.3. Area Overhead

The proposed approach introduces additional flip-flops into the circuit to capture test results. Thus, selecting the correct subset of flip-flops is necessary to maximize coverage while reducing overhead. Many ways of approaching this are possible. However, one of the easiest is to begin by assuming that all flip-flops on the scan chain are shadowed and then determine which flip-flops capture detections for the cell-aware faults when intermediate patterns are used, but that would have been missed by a standard stuck-at test set application. The resulting set is the maximum number of flip-flops that must be added.

To reduce the overhead further, we tried to obtain an even smaller subset of all flip-flops that would allow us to detect cell-aware faults without losing fault coverage. For example, in some cases, more than one flip-flop was able to detect the exact same set of cell-aware faults. Only one of the equivalent flip-flops needed to be shadowed because their detection capability was identical. In other cases, one flip-flop could detect only a subset of the faults detected by a different flip-flop (or set of flip-flops with additional needed detections). In
that case, only the flip-flops that detected a greater number of faults (e.g. the dominating flip-flops) would need to be shadowed. Following these rules, we identified a set of flip-flops that could be used to detect all cell-aware faults that were detectable by the intermediate shift patterns. Figure 5.7 shows a flow-chart depicting this optimization procedure.

### Fault & Flip-flop Table:
A “1” in entry i, j indicates that fault j has been detected by the corresponding row flip-flop i; “0” means not detected.

<table>
<thead>
<tr>
<th>Fault 0</th>
<th>Fault 1</th>
<th>...</th>
<th>Fault j</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flip-Flop 0</td>
<td>0</td>
<td>1</td>
<td>...</td>
</tr>
<tr>
<td>Flip-Flop 1</td>
<td>1</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Flip-Flop i</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
</tbody>
</table>

**Figure 5.7. Flip-Flop Selection Procedure for Inclusion in the MISR**

The overhead results are shown in Figure 5.8. This figure shows the percentage of the original flip-flops that were included in the MISR. The subset of flip-flops selected for the first five circuits (i.e. the OpenCores\textsuperscript{TM} circuits) was identified using the algorithm described in Figure 5.7. Due to time constraints, the overhead for Circuit A contains all flip-flops that can detect any of the cell-aware faults missed by normal stuck-at fault ATPG. The additional procedure shown in Figure 5.7 was not applied. In all cases, the circuits contained an on-chip decompressor, and the data going into the actual scan chains in the devices was used to do fault simulation.
Figure 5.8. Percentage of original circuit flip-flops that were included in a set of flip-flops capable of detecting all detectable cell-aware faults in the circuit.

The maximum percentage of flops that needed to be shadowed varied from approximately 1.8% for \textit{fm\_rev} to 41.67% for \textit{quad}, the smallest circuit. The largest circuit, circuit A, required approximately 10.23% of all scan flip-flops to be shadowed.

Note that even further reductions in the area overhead are likely possible. For example, we could reduce the number of flip-flops required by XORing multiple values to compact them into one shadow flop as long as the same fault cannot propagate along multiple paths into the XOR. Other less greedy algorithms could also be applied to help cover all fault detections with an even smaller number of flops.

5.4.4. Intermediate Shift Cycles Needed for Capture

In general, the number of intermediate shift patterns available for fault detection is very large because it is proportional to the number of flip-flops on the chain. So, in the case of \textit{fpu}, we have the equivalent of over 470,000 patterns available. Of these, only a very small fraction is needed to detect the remaining cell-aware faults. If our main goal is to only achieve high
cell-aware fault detection with these patterns, then we can use data such as this to select which clock cycles during scan shift should be used to capture data in the MISR—possibly helping us avoid aliasing. On the other hand, if we want to maximize the patterns applied for the fortuitous detection of defects, we can capture data on every cycle and attempt to detect additional unmodeled defects.

Figure 5.9 shows what percentage of the intermediate patterns were needed to maximize the cell-aware fault detection in the presence of an on-chip decompressor. The results range from 8.28% for the smallest circuit to less than 0.15% for fpu. We can control which clocks capture data by gating the clock on the shadow flip-flops with a second signal that enables/disables capture. Alternatively, we can use a second test clock to clock the MISR when desired.

![Figure 5.9. Percentage of all intermediate patterns that are needed for cell-aware fault detection.](image-url)
5.4.5. MISR Aliasing

Once we know which clock cycles and flip-flops that will be used to capture data into the MISR, we can investigate the possibility of aliasing. To explore this, we need to identify the fault-free MISR signature through simulation and then fault simulate each of the targeted cell-aware faults to find the corresponding faulty signature. Due to time constraints, only the OpenCores™ circuits were simulated for aliasing effects. The results are shown in Table 5.2 for the OpenCores™ circuits.

Clearly, the number of fault detections missed due to aliasing in the MISR is tiny, and in some cases zero. Although we were not able to obtain this data on Circuit A, we believe that the results will likely be similar. Note that some of this aliasing could be reduced by adding a few flip-flops to the MISR or otherwise changing the MISR design.

5.4.6. Reducing the Stuck-at Fault Test Set

All of our experiments so far have assumed that the original stuck-at fault test set will be applied regardless of which stuck-at faults may be detected using the intermediate scan shift patterns. However, just as it is possible to fortuitously detect cell-aware faults with intermediate shift patterns, it is possible to fortuitously detect stuck-at faults with those patterns as well. In fact, it is likely to be even easier because stuck-at faults are generally easier to excite than the related cell-aware faults.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Flip-flops in MISR</th>
<th># Faults Missed</th>
</tr>
</thead>
<tbody>
<tr>
<td>quadratic</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>des56</td>
<td>65</td>
<td>3</td>
</tr>
<tr>
<td>fm_receive</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>colorconv</td>
<td>81</td>
<td>0</td>
</tr>
<tr>
<td>fpu_double</td>
<td>305</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.2. MISR Aliasing
To get an initial estimate for how much the stuck-at test set itself could be reduced, we took a very greedy approach. Specifically, the intermediate patterns were fault simulated for stuck-at faults. The number of new stuck-at faults detected by each pattern (both the ATPG-generated pattern and the intermediate patterns seen during scan-in) was recorded.

Unfortunately, all patterns with zero new stuck-at fault detections could not necessarily be removed from the test set. This is because the intermediate patterns applied depend on both the pattern being shifted in as well as the captured values from the pattern being shifted out. For example, consider Figure 5.10.

In this figure, the values already in the chain while the new pattern \( j \) is being shifted in are shown as \( C_i \). They correspond to the values captured in the chain(s) when pattern \( i \) was applied. The new values for pattern \( j \) are shown as \( J' \)'s. They fill the chain so that the...
intermediate patterns are a combination of the $C_i$ and $J$ values. Finally, pattern $J$ has been entirely shifted into the chain, the test pattern is applied, and the results are captured as $C_j$. The $C_j$ patterns are then shifted out as pattern $K$ is shifted in.

Thus, the usefulness of pattern $J$ is dependent on both its interaction with the previous patterns capture values and the subsequent patterns shift in values. If no new faults are detected while pattern $J$ is being shifted in, but if new faults are detected when pattern $K$ is being shifted in while $J$’s capture values are being shifted out, it isn’t safe to remove pattern $J$ without performing more analysis. To avoid this additional analysis, we were very greedy in our approach and only removed a pattern from the stuck-at fault test set if both that pattern and the pattern after it achieved no new fault detections. Thus, for every string of patterns that do not detect new stuck-at faults, we leave one of them (the last one) in the test set. Note that this removal of patterns is only possible because the ATPG tool resets the on-chip decompressor after every pattern is applied to place the decompressor in a known state that is not dependent on the previous pattern.

Finally, it is well known that often the test patterns that are generated late in the ATPG process are more effective for detecting hard faults. They are generated to target the difficult faults that were not fortuitously detected earlier in the ATPG process. In addition, they may be able to detect not only the hard faults they target, but also easier faults that were selected and targeted earlier during ATPG. Thus, we also fault-simulated our test sets in reverse order so that the last pattern was applied first and the first pattern was applied last.

The test compaction results when the pattern sets are simulated in both forward and reverse order are shown in Figure 5.11. This figure shows the percent decrease in stuck-at pattern count. Thus, higher numbers correspond to better results. In the best case, (for fm receive) we can achieve almost a 90% decrease in test pattern count. In other words, only 10% of the original test pattern set was needed to achieve 100% stuck-at fault coverage. We believe that this is because the circuit itself likely has many highly observable sites promoting good fortuitous fault detection when the intermediate patterns are used to capture test results, and because in these simulations we assumed that the entire chain was shadowed.
This high degree of fortuitous fault detection also matches the cell-aware test results that showed that the intermediate patterns were very effective at fortuitously detecting all cell-aware faults for `fm_receive`. Similarly, the `des56` circuit can also detect all stuck-at faults with very few patterns; the percent decrease is approximately 85%. Once again, this reduction is accomplished in the presence of an on-chip decompressor.

![Figure 5.11. Example demonstrating interaction between adjacent patterns.](image)

In contrast, very little reduction was possible for `fpu`. We think that this is also due to the nature of the circuit. Unlike `fm_receive`, we believe that many of `fpu`'s faults may be observation limited, and thus intelligent X-filling for the patterns applied or alternate locations for the shadow flops may be needed to obtain significantly reduced stuck-at pattern counts. However, note that when circuits are large and test sets are long, even a small percent decrease in pattern count can correspond to a significant number of patterns. Our approach was also very greedy and further reduction is likely possible with more effort.

Also note that aliasing analysis in the MISR was not performed, and as already stated, we assume that the entire chain was shadowed. In a real implementation scenario, it would be possible to not only apply more detailed analysis of the stuck-at fault detections, possibly
allowing more patterns to be removed, but we could also implement intelligent tradeoffs between test cost/test time reduction and the hardware overhead present in the circuit due to shadow flops

5.5. Summary

In this chapter we have explored the effectiveness of using scan-shift patterns to enhance fortuitous defect detection with a traditional stuck-at fault test set. We have shown that we can detect a large percentage of the cell-aware faults missed by the simple stuck-at fault test set without adding any patterns to the set. This is true even in the presence of an on-chip decompressor. Such detections may be considered especially important in 0 dppm applications. Even if top-off patterns are applied to get the remaining coverage, the number of patterns in the test set is still significantly smaller than the original cell-aware test set. In addition, only a fraction of all of the flip-flops on the chain must be shadowed to achieve the maximum coverage. This fraction of flip-flops is less than 11% for the largest circuit, Circuit A. More reduction may be possible with additional optimization procedures. Finally, if we allow the stuck-at faults themselves to be detected with intermediate patterns, it may be possible to dramatically reduce the number of patterns that need to be applied for some circuits-especially those that have more observable circuit sites.
OPTIMIZATIONS FOR REDUCED AREA OVERHEAD AND FAULT SIMULATION TIME

In Chapter 5 we presented simple DFT modifications that would enable us to capture values generated by the circuit during scan shift for the purpose of maximizing the detection of cell-aware faults. In particular, we showed that shadowing a fraction of all flip-flops and including them in a MISR allowed us to capture test data during scan shift and detect a high fraction of the cell-aware faults that would otherwise be missed without adding any test patterns. If full cell-aware coverage was needed, a small number of top-off patterns could be added, but on average a 15% reduction in test set length was obtained. We were able to achieve this reduction even in the presence of an on-chip decompressor, and no changes in the ATPG procedure or restriction of the ability of the chains to shift in the pattern we wished to apply were necessary. Aliasing in the MISR was also found to be extremely low. However, additional optimizations of this approach are possible. In this chapter, we will examine two of these optimizations:

1. Reducing fault simulation time by using only a regularly sampled subset of the intermediate shift cycles for scan shift capture

2. Trading off area overhead for shadow flip-flops and test set reduction

Also, when appropriate, the data from Chapter 5 was recollected for this chapter using a newer version of the commercial tool used to generate cell-aware fault lists and ATPG test patterns.

The first issue that will be addressed is the long fault simulation times required when exact analysis of fault coverage and MISR aliasing is desired. In particular, the number of test patterns that must be simulated (because they may contribute to fault detection and
will change the MSIR signature if they are used for capture) increases by approximately a factor of $L$, where $L$ is the length of the longest scan chain. For a large circuit or circuits with long chains, this can easily increase the effective test pattern count by multiple orders of magnitude. Although the improved chances of additional fault detections are very valuable, our results in Chapter 5 indicated that only a small fraction of all shift cycles were needed to capture data to achieve high cell-aware fault coverage.

Thus, in this chapter we further explore this observation and investigate the coverage that can be achieved if only a pre-determined set of all shift cycles are used for sampling. We will also further consider the selection of the shift cycles used for capture, such that capture occurs at regular intervals, allowing relatively simple logic to indicate when that capture should occur in the shadow flops during test.

Furthermore, although we used a greedy algorithm to reduce the number of flip-flops that needed to be shadowed in Chapter 5, the analysis in that chapter was relatively simplistic. In this chapter we will explore a more sophisticated approach that allows us to quantify the tradeoff in flip-flops shadowed with test set size, demonstrating that we can achieve good test set reduction even when only 1-2% of all flip-flops are shadowed.

### 6.1. Sampling Intermediate Shift Cycles

For industrial circuits, although the scan chain length can generally be shortened with the use of on-chip decompressors, the total number of shift cycles is usually enormous because the test set contains a large number of patterns. Based on our experimental results in Chapter 5, it is unnecessary to capture data on all shift cycles (or even most of the shift cycles) to detect the cell-aware faults missed by a stuck-at ATPG test set.

However, performing fault simulation on all intermediate shift patterns and saving data on a tester to allow capturing data on very precise shift cycles would be very expensive in test time, data volume, and complexity. Thus, in this chapter we investigate how much coverage can be achieved if intermediate shift cycles are used for capture only at regular intervals. More specifically, in our experiments we investigated sampling 100%, 10%, and
5% of the intermediate shift cycles for each test pattern for the five OpenCores™ circuits studied in the previous chapter. Due to time constraints, data for the industrial circuit was obtained in this chapter only for a sample rate of 5%.

6.1.1. On-chip Circuitry for Shift Cycle Capture

To efficiently capture data only on the desired shift cycles during test, we designed a MISR capture controller whose schematic is shown in Figure 6.1. A simple $n$-bit binary counter is used to enable the capturing of data in the MISR at regular intervals. Capture is set to occur when the output $\text{cap\_m}i\text{s}r\_\text{en}$ is asserted. This signal is asserted when the counter is at the desired maximum value corresponding to the chosen sampling rate. Once the counter reaches this maximum value, it rolls over and begins to count again.

![Figure 6.1. Schematic of MISR capture controller](image)

The controller has 4 inputs: $\text{clk}$, $\text{count\_en}$, $\text{count\_rst}$, and $\text{pat\_sw}$. The $\text{clk}$ input is connected to the shift clock. The $\text{count\_en}$ signal allows the counter to be disabled when we are not in test mode. The counter is reset when $\text{count\_rst}$ or $\text{pat\_sw}$ is equal to 1. When $\text{pat\_sw} = 1$, it means that a new test pattern is going to be shifted in, so the count should restart. Thus, each pattern to be shifted in starts with a count of 0 in the MISR.
This on-chip capture controller is small when compared to the size of a large industrial circuit. By placing it in the circuit itself, we can minimize the changes that must be made to the external test interface and allow it to be used to self-test sessions in the field. Furthermore, by sampling at regular intervals, we avoid the need to store information regarding which cycles should be sampled.

6.1.2. Fortuitous Cell-Aware Fault Detection by Intermediate Scan Shift Patterns at Different Sampling Rates

This chapter’s experimental analysis was performed on the same set of five different circuits from opencores.org [5] and one industrial circuit, Circuit A. All circuits were implemented with on-chip decompressors. The sizes of the fault lists in the presence of on-chip decompressors for each circuit are shown in Table 5.1. We also followed the same overall procedure shown in Figure 5.3.

Our initial experiments tried to determine the impact that different sampling rates would have on cell-aware fault detection. As before, all X’s in the test patterns were filled with a standard random-fill procedure and the requirements of the on-chip decompressor. Because none of the circuits studied in Chapter 5 needed to capture data on more than 10% of the intermediate patterns to maximize cell-aware coverage during scan shift, as shown in Figure, 5.9, we chose to investigate sampling rates of 100%, 10%, and 5% of the intermediate shift cycles for the five OpenCores™ circuits. We only collected new data for a sampling rate of 5% for circuit A due to time constraints. The fault detection results can be seen in Figure 6.2.

The overall detection percentages are generally very high.

Once again, it is possible to achieve high coverage, although coverage percentages go down as the sampling rate decreases. Although intermediate patterns exist to detect some of these fault, they did not happen to correspond to one of the sampled patterns. Note that Circuit A was able to still detect approximately 75.61% of the cell-aware faults that would have otherwise been missed—even when only a 5% sampling rate is used. (This is in contrast
Figure 6.2. Percentage of cell-aware faults missed by stuck-at ATPG patterns that are detected when intermediate shift patterns are used for fault detection.
to the approximately 95% coverage seen in Figure 5.5 in the last chapter.) Once again, \textit{fpu\_double} has the lowest detection rates.

6.1.3. Test Set Size Reduction with Shift Cycle Sampling

As shown in the previous section, for some circuits we were still not able to obtain 100% cell-aware coverage through fortuitous detection in the intermediate pattern test set—especially when intermediate shift patterns were sampled. As discussed in the last chapter, if we still want to detect those faults, one approach is to generate top-off patterns for them with ATPG. The test set size compared to the cell-aware-test set when the stuck-at test set or the stuck-at test set with top-off patterns are used can be seen in Figure 6.3.

![Figure 6.3. Percentage of original cell-aware pattern count applied when a stuck-at test set (with or without top-off patterns) is applied instead of a cell-aware test set.](image)

In this figure, the full stuck-at test set is assumed to be applied regardless of the intermediate pattern sampling rate. Thus, for a given circuit, the dark bars are the same, and this represents a lower bound on the test set size. It is the top-off patterns that vary for different sampling rates. Although the pattern counts increase for lower sampling rates, the increase is not dramatic and the overall number of top-off patterns added appears to be small. Thus,
the significant improvements in fault simulation time achieved with sampling are likely to generally be worthwhile—especially if the use of sampling allows the method to be used at all.

6.1.4. Area Overhead with Scan Shift Sampling

The same greedy procedure as the one described in Chapter 5 to reduce the number of flip-flops that needed to be shadowed was applied. Figure 6.4 shows a flow-chart depicting this optimization procedure.

![Flow-chart depicting Flip-Flop Selection Procedure for Inclusion in the MISR](image)

The overhead results with sampling are shown in Figure 6.5. This figure shows the percentage of the original flip-flops that were included in the MISR. The subset of flip-flops selected for the first five circuits (i.e. the OpenCores™ circuits) was identified using the al-
gorithm described in Figure 6.4. In all cases, the circuits contained an on-chip decompressor, and the data going into the actual scan chains in the devices was used to do fault simulation.

Figure 6.5. Percentage of original circuit flip-flops that were included in a set of flip-flops capable of detecting all detectable cell-aware faults in the circuit.

The overhead for all of the larger circuits is less than 10%, and the overhead required for Circuit A is only around 2.51%. As the number of sampled intermediate shift patterns decreases, the number of flip-flops shadowed generally decreases as well. This is due to the fact that some flip-flops no longer detect new cell-aware faults when they are shadowed because the intermediate shift patterns that previously allowed fault detections to occur are no longer being used for capture. The exception to this trend is colorconv. In this case, it may be that the most efficient pattern(s) that allowed a large number of fault detections at a smaller number of flip-flops are no longer being used for capture. If less efficient patterns that distribute their detections among more flip-flops are needed for detection instead, it is possible for the overhead to increase.
6.1.5. Intermediate Shift Cycles Needed for Capture

Although shift cycle sampling can greatly reduce the number of shift cycles used for capturing data in the MISR and the amount of fault simulation that must be done to analyze them, there is no guarantee that all (or even many of them) will contribute to additional cell-aware fault detection. Thus, we also investigated what percentage of the intermediate patterns were needed to maximize the cell-aware fault detection in the presence of an on-chip decompressor. The results are shown in Figure 6.6.

![Figure 6.6](image)

Figure 6.6. Percentage of all intermediate patterns that are needed for cell-aware fault detection.

In this figure, when only a sample of scan shift cycles are used for capture, the number of capture cycles is divided by the total number of sampled patterns, not all possible intermediate shift patterns, to obtain the percentage. As shown in the figure, when sampling is used, a larger percentage of the sampled intermediate shift cycles are useful for obtaining additional cell-aware fault coverage. The percentage goes up as fewer shift cycles are included in the sample. When 5% of shift cycles are sampled, the useful percentage ranges from 50.93% for
the smallest circuit quadratic to less than 9.28% for fm_receiver.

6.1.6. MISR Aliasing

Once we know which clock cycles and flip-flops will be used to capture data into the MISR, we can investigate the possibility of aliasing. To explore this, we needed to identify the fault-free MISR signature through simulation and then fault simulated each of the targeted cell-aware faults to find the corresponding faulty signature.

Figure 6.7. MISR aliasing

Clearly, in Figure 6.7, the percentage of total of detectable cell-aware fault detections missed due to aliasing in the MISR is tiny, and is even zero in some cases. For circuit_A, a little over 0.05% of detectable faults were missed due to aliasing. However, those faults could still be detected with top-off patterns. Furthermore, note that some of this aliasing could likely be reduced by adding a few flip-flops to the MISR or otherwise changing the MISR design.
6.2. Tradeoff between the size of the test set and the shadow flop overhead

While the greedy algorithm already presented is capable of reducing the MISR overhead by reducing the number of shadowed flip-flops, some designs, such as mobile chips, have very strict overhead constraints (e.g. it may be necessary to shadow less than 1% of the flops). However, for other designs, such as automotive, quality is very important. (In this case, more than 1% overhead may be tolerable.) Therefore, the allowable shadow flop overhead that can be employed is based on the design’s requirements. As a result, in this section we investigate a tradeoff between the overhead and the number of test patterns that must be applied to get full coverage as the number of shadow flops is reduced.

To trade off the number of flip-flops shadowed vs. the number of test patterns saved, the following approach was used for shadow flop selection:

1. All of the shadow flops were ordered by the number of faults they could detect based upon the detection counts obtained in the greedy algorithm. (Note that because faults were removed from consideration once they were detected by a selected flip-flop, each fault is associated with at most one flop.)

2. A shadow flop was removed individually from the list, starting with the flop that detected the fewest cell-aware faults and ending with the flop that detected the most.

3. ATPG was used to generate top-off patterns to target all cell-aware faults that are not covered by the stuck-at test set or by the intermediate shift patterns that correspond to the remaining shadow flip-flops.

To discover the relationship between the flip-flop overhead and test pattern counts, we collected the data shown in Figure 6.8. In this figure, the five OpenCores™ circuits’ results were collected by capturing data on all shift cycles. In contrast, Circuit A’s data was collected with sampling when only 5% of the shift cycles were sampled.

The x-axis on this graph corresponds to the number of shadow flops that have been removed at each point. Each graph contains two lines. The scale for both lines is the y-axis to the left. The darker line corresponds to the percentage of flip-flops that are being shadowed.
Figure 6.8. The balance between test patterns and flip-flop overhead
in the MISR. Thus, it monotonically decreases from left to right in a linear fashion—ending with 0% for each circuit. However, for circuits with very little overhead to start with, the line may actually look flat due to the y-axis scale.

The lighter line corresponds to pattern count percentages. In each case, the reference test set length is the number of patterns generated by the ATPG tool directly targeting all the cell-aware faults in that circuit. The line shows the percentage of the reference pattern count required to detect cell-aware faults when the patterns applied correspond to the stuck-at test set plus top-off patterns.

As the shadow flip-flops are removed, the test pattern counts generally increase. However, this is not always the case due to randomness in the ATPG algorithms. (Also, in the case of Circuit A, inefficiencies involved in generating the stuck-at and cell-aware top-off test sets separately actually lead to an increase in pattern counts for the smallest number of shadow flops versus a test set that targets all the cell-aware faults directly.) As the last flip-flops are removed (toward the right side of the graph), the test pattern counts tend to increase at a faster rate. This is likely because we remove flip-flops from the MISR starting with those that detect the fewest faults and ending with those that detect the most. Thus, the faults removed last generally have the biggest impact.

These results are encouraging because they show that many flip-flops can be removed from the MISR without causing a significant increase in pattern count. In fact, for all of the circuits studied, even if we can only afford a 1% shadow flip-flop overhead, we still can achieve an almost 10% reduction in test set length.

(Also note that one cannot make a “good” MISR with just a couple of flip-flops. Thus, in an actual circuit, the minimum overhead would need to take into account the ability of the MISR to avoid aliasing. However, in large circuits with many flip-flops, even a MISR whose size corresponds to a very small percentage of the circuit’s flip-flops is likely to be sufficiently large.)
6.3. Summary

In this chapter we explored optimizations for the proposed approach. In particular, we considered the ability of the MISR to attain good coverage when only a sample of all scan-shift cycles were used for capture. A simple on-chip circuit can be used to enable this capture to occur at regular intervals, and the results obtained show that good test set reduction is still possible, although some additional top-off patterns are likely to be needed. This sampling is important to make the computation time required for fault simulation of intermediate shift patterns more reasonable for large circuits.

In addition, tradeoffs between flip-flop overhead and test pattern counts were investigated. Our results showed that it was possible to significantly reduce the number of flip-flops in the MISR without significantly increasing pattern counts. In fact, for all of the circuits studied, even if we can only afford a 1% shadow flip-flop overhead, we still can achieve an almost 10% reduction in test set length.
Chapter 7

ATPG TEST SET REDUCTION USING SCAN SHIFT CAPTURE WITH FAULT CONES TO SELECT SHADOW FLOPS

In the previous chapters, we used fault simulation of the intermediate shift patterns to identify which flip-flops should be shadowed. Unfortunately, this makes the choice of flip-flops dependent on ATPG. In addition, it is time consuming to perform large amounts of fault simulation—even when only a sample of all intermediate shift cycles are used for capture. Thus, in this chapter, we use the structure of the circuit to predict which flip-flops should be shadowed. In particular, we utilize the same fault cones that are used during ATPG to propagate faults to determine which flip-flops should be added to the MISR. We follow this analysis with a heuristic test pattern generation method that can be used as an alternative to using a simple stuck-at test set plus top-off patterns.

7.1. Selecting Shadow Flip-Flops Using Fault Cone

By a forward trace of a circuit topology starting at a fault site, some of the parts of the circuit can be reached while others cannot. Those parts of the circuit that are reachable are called the fault cone [19]. ATPG algorithms must propagate the fault effect through this fault cone for the fault to be observed. For example, the D-Algorithm [83] advances the D-frontier on a propagation path inside the fault cone to generate a test pattern that will detect that fault. The authors of [72] proposed partitioning the fault cones to obtain different fault propagation paths and increase the ability of test sets to detect defects. Test point insertion through analysis of fault cones has also been proposed [35].

In this chapter, we use an ATPG tool to identify which flip-flops on the scan chain are in the fault cone of each cell-aware fault and stuck-at fault respectively. This allows the creation of an array that links all of the faults with the flip-flops to which they may be able to
Figure 7.1. Flip-flop selection procedure for inclusion in the MISR

<table>
<thead>
<tr>
<th>Fault</th>
<th>Flop 0</th>
<th>Flop 1</th>
<th>...</th>
<th>Flop j</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault 0</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td>Fault 1</td>
<td>0</td>
<td>1</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td>...</td>
</tr>
<tr>
<td>Fault i</td>
<td>1</td>
<td>0</td>
<td>...</td>
<td>1</td>
</tr>
</tbody>
</table>

Fault Observation Points & Flip-flop Table:
A “1” in entry i, j indicates that fault cone i passes through the corresponding column flop j ; “0” means the flop is not in the fault cone.

Calculate the total number “N” of fault cones include each flip-flop

Find the flip flop (FFmax) with the highest value of N: Nmax

Overhead < Threshold ?

Y

Add FFmax to Shadow Flop List

N

Output to the Shadow Flop List

Delete faults whose fault cones pass FFmax from table
propagate. A greedy algorithm that iteratively chooses the flip-flop that is present in the fault cone of the most “uncovered” faults is then used to select which flip-flops will be contained in the MISR. This continues until the shadow flip-flop overhead exceeds a previously defined threshold. Figure 7.1 shows a flow-chart depicting this optimization procedure.

Note that unlike the approach used in previous chapters that was linked to a specific test set, when a topological analysis alone is done, there is no guarantee that the downstream flip-flops selected will actually be able to detect the desired faults. It is possible that the propagation path of that fault may be permanently blocked due to irresolvable conflicts between logic values needed to justify the excitation of the fault and/or its propagation along that path. Even if such propagation is not impossible, the likelihood of propagation of a fault to a flip-flop on a random pattern is highly dependent on the path length and the controllability of the off-path inputs. Thus, when a fault is considered “covered” by a flip-flop in this procedure, it is an “optimistic” assumption. Future work can investigate whether additional optimizations are needed to reduce this “optimism.”

7.2. Iterative Test Pattern Generation

Usually, the test set generated by ATPG is more efficient than random test patterns because the ATPG tool targets the specific fault model we want to cover when it generates test patterns. As already seen, test pattern generation requires assigning values to circuit inputs that can justify needed conditions for the excitation and observation of faults within the circuit. This search space grows exponentially, and many algorithms have been proposed to perform efficient and effective ATPG through a variety of optimizations and heuristics, including PODEM [36], FAN [33], and SOCRATES [86]. Such algorithms attempt to find all necessary signal assignments for a test as early as possible and search as little of the above decision space as possible.

Other optimizations focus on test set length, test data volume, or test time instead of ATPG efficiency. For example, the authors of the recently published paper [99] proposed a staggered ATPG method to generate test patterns while deploying capture-per-cycle obser-
This method generates test cubes by targeting a part of the faults first. The test cubes are then merged to generate a pattern. Next, fault simulation is performed for each shift clock cycle and all detected faults are removed from the fault list. This procedure is repeated until all of the faults are detected. In [14], the authors proposed two-step test pattern generation for bridges and opens faults. They first generate test patterns by targeting the critical bridge area and then fault simulate by targeting all of bridge faults and extract undetected faults. Next, they generate the second test set to target those undetected bridge faults. Then, they apply a greedy algorithm to pick up a pattern from the second test set which have the maximum detectability for both undetected bridge and open fault models. This procedure has been repeated until reach the target test coverage.

We have already explored utilizing scan shift clock cycles for fault detection. In this chapter we will also iteratively use ATPG to generate part of a test set whose scan shift patterns can be fault simulated to determine which faults still need to be covered. However, instead of using an ATPG tool to extract test cubes for merging (which can generate difficulties if one wants to use an on-chip decompressor unless one has access to the internals of the ATPG engine and can modify it), we make use of the ATPG tools’ built-in abilities to generate a compact test set in the presence of an on-chip decompressor. An overview of our approach can be found in Figure 7.2.

More specifically, our approach is as follows:

1. We generate a traditional ATPG test set using a commercial tool by targeting stuck-at faults and cell-aware faults respectively. The length of this test set is $T$.

2. We then select $M = 0.1T$ patterns from the middle of the test set. It is well-known that test patterns generated early in the ATPG process often target easy faults while those at the end are focused on detecting very specific “hard-to-detect” faults. Thus, by extracting patterns from the middle we hope to be unbiased with respect to detecting easy or hard faults.

3. We generate the intermediate shift patterns that correspond to these $M$ patterns. We assume that the values in the scan flip-flops and the MISR are reset before the first of
Figure 7.2. Test patterns generation procedure

\[ \# M = 10\% \text{ of original ATPG test Set} \]
\[ \# N \leq 10\% \text{ of original ATPG test Set} \]
the $M$ patterns starts being shifted in.

4. We perform fault simulation on the $M$ patterns and the corresponding intermediate shift patterns and remove all detected faults from the fault list.

5. We use the ATPG tool to generate a new compact test set that targets the remaining faults in the fault list. We constrain ATPG to stop after $N$ patterns are generated (where $N < M$) even if some of the faults haven’t been detected.

6. We append the newly generated patterns to the current test set and generate intermediate shift patterns for them.

7. Fault simulation and ATPG are repeated for another $N$ patterns and the process repeats until the ATPG tool has either detected all of the faults or cannot generate patterns for the ones that remain.

This test set generation approach is able to harness deterministic features of ATPG while also leveraging the ability to use scan shift cycles of those patterns that have been generated already for fault detection. The heuristic approach that generates a subset of the test set and then analyzes the current coverage keeps test set generation efficient and while reducing test set size.

### 7.3. Experimental Results

Experiments were run combining both optimizations presented in this chapter: the fault cone approach to shadow flip flop selection and iterative intermediate-pattern-aware test pattern generation. Test set reduction experiments were performed separately for stuck-at and cell-aware patterns.

The test compaction results for stuck-at ATPG are shown in Figure 7.3. In this figure, different flip-flop overheads are shown on the x-axis. The y-axis shows the percentage of patterns needed compared to a standard stuck-at test set. Each line corresponds to a different OpenCores™ circuit.
The percentage of patterns required when 1% of the flops are shadowed varies between 88.10% for \textit{fpu} to 65.76% for \textit{fm\_receiver}. Across the circuits, as the shadow flop overhead increased, the number of test patterns decreased. However, for \textit{fpu} and \textit{colorconv}, the test set size is not significantly reduced. In contrast, \textit{fm\_receiver} requires only 30% of the original patterns when the overhead is 2%. Furthermore, \textit{des\_56} reduces pattern counts by 50% when the flip-flop overhead is 10%.

Figure 7.4 shows similar data when cell-aware faults are targeted instead of stuck-at faults. The trends are similar, although in general, the rate of decrease as overhead increases is somewhat lower. This is likely because cell-aware faults are harder to excite than stuck-at faults and thus are likely to be less random-pattern testable. However, many factors go into determining these test pattern counts, including random choices made while executing the ATPG tool’s algorithm itself.
Figure 7.4. Percentage of original ATPG cell-aware pattern count when different overhead shadow flip-flops are applied

7.4. Summary

In this chapter, we have discussed an alternative approach for selecting flip-flops to be shadowed in the MISR without using fault simulation. Instead, a topological analysis of fault cones was employed to determine which flip-flops may be capable of observing different fault effects. Shadow flip-flop subsets corresponding to 1%, 2%, 4%, and 10% of the total flip-flops in the circuit were extracted with this approach.

Next, a heuristic ATPG method that iteratively generates test sets so that fortuitous detections by intermediate shift patterns can be incorporated in the ATPG procedure was used to generate test sets for each circuit with the different shadow flop sets. The approach can be used with existing commercial tools and doesn’t require modification of the internal test generation algorithm of those tools. In general, this approach can reduce the number of test patterns for both stuck-at and cell-aware ATPG by more than 10% even when only 1% of the flip-flops are shadowed. In fact, in some cases, the reductions are much higher. In
the case of colorconv, we can even achieve 40% reduction in test patterns for the cell-aware fault test set and 30% for the stuck-at test set with a 1% shadow flop overhead. This is true even in the presence of an on-chip decompressor.

Although pattern counts tend to decrease with increasing shadow flop overhead, the relationship between overhead and pattern counts (e.g. rate of decrease) is very dependent on circuit characteristics, such as the random pattern testability of the circuits and distribution of fault cones among flip-flops. Graphs such as those shown in this chapter that allow one to see the rate at which test pattern counts decrease with increased overhead can be used to intelligently find appropriate cutoffs for MISR overhead.
As circuit scaling has continued to create standard cells made of transistors with ever smaller feature sizes, and as quality requirements have increased for critical applications such as automotive, the need for new fault models that more accurately model defects inside the standard cells has become apparent. This has led to other researchers proposing the cell-aware fault model that targets defects that occur within standard cells. While this model has previously been shown to enhance the detection of defects that are not caught by test sets targeting more traditional fault models, the resulting tests are often long. As a result, in this dissertation we have investigated characteristics of these faults and have explored both ATPG and DFT methods for reducing test set size and test time.

After briefly introducing manufacturing test and the motivation of this work, in Chapter 2 we reviewed some important testing concepts. Fault models and types of deterministic and probabilistic fault detection were discussed.

In Chapter 3, we introduced the concept of sub-gate-exhaustive faults. Here, detection of a sub-gate-exhaustive fault requires assigning a particular set of values to all of the standard cell’s inputs while observing the appropriate stuck-at fault at the cell’s output. In our experiments, only input combinations that were not required for stuck-at fault detection were used to define gate-exhaustive faults. Our experiments showed that some $n$-detect test sets can be biased against meeting the detection conditions for some of these sub-gate-exhaustive faults when those detection conditions block the observation of logic values upstream from the standard cell. This is especially true when ATPG attempts to maximize the number of fault detections without increasing pattern counts. Under those conditions, explicitly targeting such faults may be necessary as they may be less likely to be fortuitously detected by an $n$-detect test set. When the resulting test sets are too long, focusing on the
faults that are most likely to be functional first can make better use of limited test resources.

To reduce the increase in test set size that usually arises when targeting cell-aware faults, in Chapter 5 we proposed a DFT approach to utilize wasted scan shift clock cycles to enhance fortuitous cell-aware fault detection. In general, scan-chains are responsible for shifting test patterns into the scan chain and shifting out the capture values. In general, only after the entire test pattern has been shifted into the scan-chain can test results be captured in the scan flops. Otherwise, the test patterns being shifted in will be destroyed by the values captured from the circuit into the scan-chain.

Therefore, we inserted test points into the scan-chain and collected shadow flops into a MISR. Values generated by the circuit logic can be captured in the MISR during scan shift—allowing intermediate shift cycles to be used for test. The experimental results showed that, in all but one circuit studied, we could detect approximately 90% or more of the cell-aware faults that would otherwise be missed by a stuck-at test set merely by using the MISR to capture data on scan shift. Top-off patterns could be generated to detect the remaining missed faults, and the overall test set (consisting of stuck-at and top-off patterns) was still smaller than one generated by specifically targeting cell-aware faults. Additional investigations considered ways of reducing the MISR overhead, using the approach to reduce the size of stuck-at test sets, and an investigation of MISR aliasing if data is only captured on shift cycles that improve the cell-aware fault detection. The MISR aliasing was found to be very low for the circuits studied.

While the proposed approach can reduce test pattern counts, determining which flip-flops to shadow and evaluating the fault coverage of the intermediate shift patterns can be very time consuming. The number of intermediate shift patterns is huge even for relatively short chains if the original test set is long, as it may be for large circuits. Thus, to reduce the fault simulation time, in Chapter 6, we proposed sampling shift clock cycles at regular intervals corresponding to 5% or 10% of the shift cycles. Although sampling does decrease the fortuitous detection of cell-aware faults, the corresponding increase in test set size is relatively small. Even when only 5% of the flip-flops were sampled, test lengths could be
reduced from 8.7% to 38.47% when compared to a dedicated cell-aware test set depending on the circuit. Trading off flip-flops and area overhead could also be performed when smaller MISRs were needed.

In Chapter 7, we explored methods of selecting shadow flops that are not dependent on a specific ATPG test set. In particular, we used the topological approach of obtaining fault cones to determine which flip-flops could potentially observe a given fault site. A greedy algorithm was used to select a subset of flops up to a desired hardware overhead. This was then combined with an interactive ATPG approach that generates part of a test set and performs fault simulation and fault dropping before running ATPG again to detect some of the remaining faults. This is an alternative approach to adding top-off patterns to a stuck-at test set. By applying these two optimization methods, we achieved more than 10% test pattern reduction with only a 1% shadow flip-flop overhead for most of the circuits studied. For colorconv, we even achieved a 39.29% reduction in test pattern count for the cell-aware test set and a 31.63% reduction for the stuck-at test set when 1% of the flip-flops were shadowed.

In summary, we have shown that it is possible to reduce the number of patterns that must be applied to achieve high static cell-aware fault coverage when scan shift cycles are harnessed for fortuitous fault detection. This is true even when only 1% of the flip-flops are shadowed in the MISR. Future work will explore extensions of the approach to cell-aware delay faults.


