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Solitons are self-reinforcing localized wave packets that have remarkable stability features that arise from the balanced competition of nonlinear and dispersive effects in the medium. Traditionally, the dominant order of dispersion has been the lowest (second), however in recent years, experimental and theoretical research has shown that high, even order dispersion may lead to novel applications. Here, the focus is on investigating the interplay of dominant quartic (fourth-order) dispersion and the self-phase modulation due to the nonlinear Kerr effect in laser systems. One big factor to consider for experimentalists working in laser systems is the effect of noise on the inputs to these systems. Therefore, I numerically analyze the generation of localized states arising from dominant quartic dispersion where noise is added on the inputs to the laser system and the resulting robustness of these states. In addition, I also examine the interaction of solitary waves with dominant quartic dispersion in different media and how these results can differ from the conventional case of dominant quadratic dispersion. The results show that the behavior that is exhibited for the quadratic case for generation of pulses is maintained and furthermore, there are increased opportunities for stable localized states in quartic Kerr media.
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Chapter 1
Introduction and Background

The concept of solitons, solitary waves that propagate without dispersing or dissipating, has intrigued scientists and engineers since their first observation in the 19th century. In 1834, Scottish engineer John Scott Russell made a groundbreaking observation of a solitary wave traveling along a canal, which sparked scientific interest in solitary wave phenomena [34]. Russell’s subsequent investigations laid the groundwork for the study of solitons, culminating in his publication of “Report on Waves” in 1844. Building upon Russell’s empirical observations, Dutch physicists Diederik Korteweg and Gustav de Vries formulated the Korteweg-de Vries (KdV) equation in the late 19th century, providing a mathematical framework for describing soliton behavior in shallow water waves [22]. The KdV equation, a nonlinear partial differential equation, exhibited soliton solutions that preserved their shape and velocity over time, thus elucidating the underlying dynamics of solitons in certain physical systems.

Throughout the 20th century, advancements in nonlinear science further expanded our understanding of solitons and their manifestations in diverse physical phenomena. In the realm of optics, the discovery of soliton-like behavior in optical fibers revolutionized telecommunications in the 1970s [18]. Optical solitons, governed by the nonlinear Schrodinger equation, enabled the transmission of information over long distances without distortion or dispersion, laying the foundation for modern fiber-optic communication networks. The practical implementation of optical solitons highlighted the profound technological implications of soliton physics in real-world applications.

Theoretical developments in integrable systems provided a deeper understanding of solitons as solutions to nonlinear differential equations possessing an infinite number of conserved
quantities [41]. Solitons emerged as fundamental objects in integrable systems, exhibiting remarkable properties such as stability and non-dispersiveness. The mathematical structure of integrable systems shed light on the underlying mechanisms governing soliton dynamics, facilitating the exploration of soliton interactions, collisions, and other phenomena.

Current research efforts continue to explore new frontiers in soliton physics, encompassing interdisciplinary investigations across fields such as condensed matter physics, biophysics, and quantum computing. Solitons hold promise for applications in emerging technologies, including quantum information processing and nonlinear optics [2]. By leveraging their unique properties, researchers aim to develop novel approaches for information encoding, transmission, and manipulation. Moreover, the exploration of fascinating phenomena in topological materials and other complex systems opens avenues for further theoretical and experimental investigations.

The history of solitons embodies the interdisciplinary nature of scientific inquiry, spanning centuries of empirical observations, theoretical developments, and technological breakthroughs. From their humble origins in 19th-century canal observations to their pervasive presence in modern telecommunications and beyond, solitons have left a significant mark on our understanding of nonlinear wave phenomena. As researchers continue to unravel the mysteries of solitons and harness their potential in cutting-edge technologies, their journey remains an ongoing saga of discovery and innovation.

A soliton is a stable, localized wave packet that retains its shape while moving at a constant velocity during propagation through a medium. They also recover after collision with other solitons with no loss or change to their shape [21]. Their formation is possible through the balanced competition of dispersion and nonlinearity. This will be discussed in more detail in section 1.1. Briefly though, the order of dispersion effects the spreading of the wave. Since their first realization in optics, solitons in lasers were formed balancing negative second order dispersion and Kerr nonlinearity. Historically, higher-order dispersion was
seen as a detrimental factor that limited the pulse duration achievable [9] or led to soliton instabilities and energy loss [20]. This thinking changed in 2016 when it was experimentally demonstrated using dominant negative fourth order dispersion in a nonlinear Kerr medium, one could obtain what was named "pure quartic solitons" [5]. Using a dispersion engineered photonic crystal waveguide, the group was able to design a laser system that had small positive second order dispersion, virtually zero third order dispersion, and strong negative fourth order dispersion. They thus modeled it using a modified nonlinear Schrodinger equation with fourth order dispersion (discussed in section 1.2).

Since their realization, there have been others that have worked in the experimental and theoretical analysis of other sorts of optical systems that could generate pure quartic solitons. These include microresonators which are small-scale optical devices that confine light within a small physical volume. There are other effects that must be taken into consideration when dealing with ultra-short pulses, namely the Raman effect which is non-negligible for this case [25]. Here, we do not consider the Raman effect as it adds another layer of complexity to the analysis carried out in this report. However, it would be something to consider and expand upon in the future when regarding these higher-order dispersion engineered solitons for short-pulse durations.

1.1. Dispersion and Nonlinearity

Solitons arise from the balanced competition of dispersion and the nonlinear effect of the medium, called the Kerr effect. Dispersion refers to the phenomena where different wavelengths of light travel at different speeds through a medium, causing the light to spread out or disperse over time. It is a crucial consideration in the design and operation of optical systems, particularly in applications such as telecommunications, spectroscopy, and optical imaging. Various techniques, such as dispersion compensation and dispersion engineering, are employed to mitigate the effects of dispersion and optimize the performance of optical devices and systems. Understanding and controlling dispersion is essential for achieving
high-quality and reliable optical communication and imaging. There are different types of dispersion encountered in optics, namely:

1. **Chromatic dispersion** refers to the dispersion of light over a range of wavelengths, leading to the separation of colors or spectral components. This type of dispersion can cause pulses of light to spread out in time, limiting the ability to transmit information over long distances without distortion. Chromatic dispersion is particularly significant in optical communication systems, where it can degrade signal quality and limit transmission distances.

2. **Material dispersion** occurs due to the frequency-dependent refractive index of a material. Different materials exhibit different levels of dispersion, with some materials dispersing light more than others. In general, materials with a higher refractive index tend to have stronger dispersion effects. This dispersion is a fundamental property of optical materials and can significantly affect the performance of optical systems and lead to interesting applications such as novel lasers.

3. **Modal dispersion** occurs in optical waveguides, such as optical fibers, where the structure of the waveguide causes different wavelengths of light to propagate at different speeds. This dispersion arises from the waveguide’s geometry and can be influenced by factors such as core size, refractive index profile, and wavelength of operation. Modal dispersion can limit the bandwidth and data transmission rates of optical communication systems.

4. **Polarization mode dispersion (PMD)** occurs when light waves with different polarizations travel through an optical medium at different speeds. PMD can result from birefringence in optical fibers or other polarization-dependent effects. PMD can lead to distortion and broadening of optical pulses, affecting the performance of high-speed
communication systems. For the work presented in this paper, we do not consider the effects of PMD.

Consider light propagating in a guided-wave structure with a core refractive index, $n_{\text{core}}$, surrounded by a cladding refractive index, $n_{\text{cladding}}$ and propagation constant $\beta$ [12]. The effective refractive index seen by the field in general is $n_{\text{eff}}$ and lies between $n_{\text{cladding}} \leq n_{\text{eff}} \leq n_{\text{core}}$. Dispersion describes how $n_{\text{eff}}$ of a medium depends on wavelength. For short wavelengths (high frequency), the light is almost entirely confined to the core so that $n_{\text{eff}} \approx n_{\text{core}}$. For long wavelengths (low frequency), the light is poorly confined and close to modal cutoff so that $n_{\text{eff}} \approx n_{\text{cladding}}$. When light propagates in a waveguide, it experiences dominant waveguide dispersion even over material dispersion. The total dispersion is approximately the sum of all the different types of dispersion. For frequency $\omega$, in general, $\beta = \beta(\omega)$ but we could consider a limited width on the frequency spectrum. In this case, we only require $\beta(\omega)$ over a relatively narrow bandwidth centered at $\omega_0$ and using Taylor series around $\omega_0$,

$$\beta(\omega) - \beta(\omega_0) = \beta_1 \Omega + \frac{\beta_2}{2!} \Omega^2 + \frac{\beta_3}{3!} \Omega^3 + ... \quad (1.1)$$

where $\Omega = \omega - \omega_0$ and $\beta_m = \frac{\partial^m \beta}{\partial \omega^m} (\omega = \omega_0)$ is the m-th dispersion order coefficient. Dispersion has an important relation to the group velocity, $v_g$, of the light, namely

$$\frac{1}{v_g} = \frac{\partial \beta}{\partial \omega} (\omega = \omega_0) \quad (1.2)$$

Hence, $\beta_2$ provides the lowest order description of dispersion and so its effect would be expected to dominate over higher-order terms. However with proper engineering design, one can shift the leading order term to fourth.

Nonlinearity in optics refers to the property that the index of refraction depends on the intensity itself. Nonlinear optical effects arise when the intensity of light becomes sufficiently
high to induce changes in the optical properties of the medium. It was only with the invention of lasers that pulses had high intensity. By varying the intensity or wavelength of the input light, nonlinear materials can produce different colors in the output. This is particularly useful in applications such as frequency doubling for laser sources or in nonlinear frequency conversion processes for generating new colors. Nonlinear optics plays a crucial role in various applications, including telecommunications, laser technology, imaging, and quantum optics. There are many types of nonlinear optical effects, but here we focus only on the Kerr effect. The Kerr effect is a nonlinear optical phenomenon in which the refractive index of a material changes in response to the intensity of light passing through it. This change in refractive index is instantaneous and proportional to the square of the light’s intensity. The Kerr effect is responsible for phenomena such as self-focusing, self-phase modulation, and cross-phase modulation, which can occur in optical fibers, photonic devices, and nonlinear crystals.

In optics, self-focusing refers to nonlinear optical process where a beam of light concentrates or focuses upon itself as it propagates through the medium [10]. It was first predicted by Gurgen Askaryan [3] in the early 1960s and experimentally observed a few years later by studying the interaction of ruby lasers with gasses and liquids [23]. This effect arises due to the interaction between the electromagnetic field of the light and the medium’s refractive index, which can be modified by the intensity of the light itself. The change in refractive index caused by the Kerr effect leads to a focusing effect on the beam. This focusing occurs because regions of higher intensity experience a greater change in refractive index, causing the light to bend towards regions of lower refractive index [7]. This results in the beam of light becoming more tightly focused as it propagates through the medium. As light propagates through the nonlinear medium, its intensity can become high enough to induce self-phase modulation (SPM). This means that the phase of the light wave changes nonlinearly with its intensity. SPM is an important effect in laser systems that use short, intense pulses of light [38].
Self-defocusing is the counterpart to self-focusing in optics. While self-focusing refers to the phenomenon where a beam of light concentrates or focuses upon itself as it propagates through a nonlinear medium, self-defocusing occurs when the beam spreads out as it travels through the medium. The process of formation is related to that of self-focusing, however, in this case, the nonlinear response of the medium leads to a decrease in refractive index in regions of higher intensity [7]. This causes the light beam to experience outward spreading rather than inward focusing.

1.2. Nonlinear Schrodinger Equation (NLSE)

The nonlinear Schrödinger equation (NLSE) is a universal partial differential equation very relevant in nonlinear optics. It describes the propagation of optical waves in nonlinear media, where the response of the medium depends nonlinearly on the intensity of the waves. The NLSE arises from the Schrödinger equation, which governs the behavior of quantum particles, by including additional nonlinear terms to account for interactions between waves. The generalized NLSE of the electric field envelope $E$ is

$$
-\frac{\partial E}{\partial t} = -\frac{\beta_2}{2!} \frac{\partial^2 E}{\partial z^2} - i \frac{\beta_3}{3!} \frac{\partial^3 E}{\partial z^3} + \frac{\beta_4}{4!} \frac{\partial^4 E}{\partial z^4} + \gamma |E|^2 E
$$

where we truncate the Taylor expansion of the dispersion part after the quartic term. Commonly, the Taylor expansion is truncated after the quadratic term and the NLSE results, which is integrable.

The term pure quartic solitons (PQS) was coined in [5] where the original experimental realization was seen exclusively arising from the interaction of negative quartic dispersion and Kerr nonlinearity. That is, considering when $\beta_2 = \beta_3 = 0$, PQSs are stationary solutions of the following quartic NLSE:

$$
\frac{i}{\partial t} \frac{\partial E}{\partial t} = \frac{\beta_4}{4!} \frac{\partial^4 E}{\partial z^4} - \gamma |E|^2 E
$$

(1.3)
Similar to the standard nonlinear Schrödinger equation with only second-order dispersion, there are some conserved quantities of the quartic NLSE. Namely, the hamiltonian

$$H = \int_{\mathbb{R}} \left( -\frac{\beta_4}{4!} \left| \frac{\partial^2 E}{\partial z^2} \right|^2 + \frac{\gamma}{2} |E|^4 \right) dz$$

is conserved, i.e. $\frac{dH}{dz} = 0$. The NLSE is propagating freely with no losses or gains unlike the Lugiato-Lefever equation, which will be discussed in the next section and is the model considered in this paper, and is not conservative. The NLSE typically describes the propagation of an optical wave in a nonlinear medium that has applications in a wide range of fields such as fiber optic communication systems and ultrafast optics.

There are a couple main differences between PQS and conventional solitons, that is solitons with only second-order dispersion in the NLSE. As it relates to pulses, there are oscillations in the PQS tails which occur at low intensities. This unique characteristic is used in quantifying the interaction of pulses. Also, PQSs are non-integrable. The energy-width scaling laws are significantly different for short pulses with different orders of dispersion. The energy scales with the inverse pulse duration for conventional solitons and for PQSs, the energy scales with the cubic inverse pulse duration. Theoretical and experimental studies have shown that PQSs have an advantageous energy scaling, granting them the potential to achieve significantly higher energy than conventional solitons for short pulse durations. This leads to the potential for the generation of high-energy ultrashort optical pulses arising from the interplay of self-phase modulation and higher-order cavity dispersion. These two differences are indicated in figure 1.1.

1.3. Lugiato-Lefever Equation (LLE)

The Lugiato-Lefever equation (LLE) is a mean field approximation that models the propagation of pulses inside a cavity. It was first described in 1987 for phenomena leading to pattern formation in nonlinear optical systems [26]. The physics of a system described by
the LLE revolves around the dynamics of light inside an optical cavity. There are several key components with physical significance involved for light propagating in a cavity. The optical cavity itself could be a laser, microresonator, or others. The cavity confines light, allowing it to resonate and interact with itself. Inside the cavity, there are different optical elements such as crystals, fibers, mirrors, and grating to engineer dispersion. There are also nonlinear effects, meaning the optical properties of the medium change with the intensity of light. There could also be a difference between the frequency of the driving field and the resonant frequency of the cavity. This minimum difference between the two frequencies is what is known as detuning. When the driving frequency matches the cavity resonance, the system operates at its most efficient point. The light waves bounces between mirrors in the cavity which are not perfectly reflective, as we need some light to come out of the system to see the output. In fact, there are losses and gains in the system. There are linear losses, such as mirrors, absorption or scattering of light, and there are nonlinear losses due to effects like two-photon absorption. There is gain inserted into the system to offset these losses, such as an external laser source providing input light.

Figure 1.2 illustrates with a cartoon model for the propagation of light in a cavity. A light beam is inputted into the system where it bounces back and forth between the two mirrors. Since the mirrors aren’t perfectly reflective, there is some loss introduced in the
system that is offset from the gain put in by the pump power. As stated above, Inside of the cavity, there are optical elements for engineering dispersion and nonlinearity. The left mirror is almost perfectly reflective whereas the right mirror is typically ninety percent reflective. The light that escapes the right mirror is the output measured for the system.

Consider the modified Lugiato-Lefever equation with only fourth-order dispersion for the electric field envelope $E$:

$$\frac{\partial E}{\partial t} = -(1 + i\theta)E + i\gamma|E|^2E + i\beta_4 \frac{\partial^4 E}{\partial z^4} + P$$  \hspace{1cm} (1.4)$$

The first term on the right-hand side describes cavity losses, $\theta$ is a cavity detuning parameter, and $P$ is the pump power assumed to be constant. There has been some work at the consideration of a variable pump power, where $P=P(z)$ ([8], [28]). For simplicity, we assume that $P$ is constant. The nonlinearity coefficient is taken to be one and $\beta_4$ is the fourth-order dispersion parameter coefficient. The cubic nonlinearity here represents the nonlinear Kerr effect with $\gamma$ being the nonlinearity coefficient. If $\gamma = 1$, this corresponds to the self-focusing case and if $\gamma = -1$, this corresponds to the self-defocusing case. The variable $t$ is the time scale used for describing the evolution of the field envelope $E$ over many cavity round trips and the variable $z$ is the space coordinate describing the envelope’s profile over a single cavity round trip. Negative fourth-order dispersion, $\beta_4 < 0$, can lead to stable bright pulses and
multi-pulse solutions. When there is positive fourth-order dispersion, $\beta_4 > 0$, this can lead to stable dark pulses and bright pulses.

In summary, solitons stand as remarkable structures emerging from the balance between dispersion and nonlinearity. Their unique properties, such as maintaining shape and velocity over long distances, make them pivotal in various applications. Understanding the dynamics of solitons can be facilitated by mathematical frameworks like the Nonlinear Schrodinger Equation (NLSE) and the Lugiato-Lefever Equation (LLE). The NLSE provides a broad description of nonlinear wave propagation, offering insights into soliton formation. Meanwhile, the LLE focuses on the specific dynamics of solitary waves within an optical cavity. Looking at the effects of fourth-order dispersion in these systems will help guide research in fields ranging from fiber optic communications to ultrafast optics and microresonator-based devices. Higher-order dispersion can potentially enhance the performance or capabilities of these systems, particularly in terms of having short-duration pulses with higher energy compared to those of dominant second-order dispersion with the same pulse-width.
This chapter relates to the existence and stability of continuous wave (CW) solutions of the quartic LLE. The existence of CW solutions of the LLE is well known [26], [16]. In the case of quadratic dispersion, linear stability analysis was further investigated in [36]. It has only been recently [33] that the stability of CW solutions has been investigated where dispersion in the LLE has been fourth order.

Unlike the quartic NLSE, the quartic LLE is non-conservative and exhibits a non-zero background state. In their original paper [26], Lugiato and Lefever demonstrate the existence of complex constant solutions to the LLE (with quadratic dispersion) with the well known cubic equation of dispersive optical bistability [15]. These known solutions of the LLE, in which we set all derivatives to zero, are known as continuous wave (CW) solutions. Clearly, their existence is independent of the order of dispersion. The CW solutions provide a baseline for understanding the behavior of the system and thus allowing us to gain insights into the fundamental properties. They also serve as starting points for stability analysis in order to determine whether they represent stable or unstable states of the system. However, the stability properties do depend on the order of dispersion. The existence and stability of CW solutions depend on the parameters of the LLE, such as the nonlinerity coefficient and detuning and pump power.

The continuous wave (CW) solutions, denoted $E_s$ of equation (1.4) are found by setting all derivatives to zero, that is $\frac{\partial E}{\partial t} = \frac{\partial^4 E}{\partial z^4} = 0$. This leads to an algebraic equation dependent
on the parameters $\theta$ and $P^2$ (set $\gamma = 1$) that can be solved to find the CW solutions.

$$P^2 = |E_s|^2[1 + (\theta - |E_s|^2)^2]$$

Letting $I_s = |E_s|^2$, we have

$$I_s[1 + (\theta - I_s)^2] = P^2$$

which is the cubic equation of dispersive optical bistability, namely

$$I_s^3 - 2\theta I_s^2 + (\theta^2 + 1)I_s = P^2 \tag{2.1}$$

As it has been shown in previous work [26], this curve, shown in figure 2.1, is in the shape of an "S" and is thus typically referred to as the "S-curve". This curve exhibits what is called hysteresis behavior. Hysteresis refers to the dependence of a system’s output not only on its current input, but also, on its history of past inputs. This is due to the response of the optical materials to external stimuli. Hysteris drives phenomena like optical instability that produces bifurcations that can lead to chaos.

You can fix $\theta$ or $P$, here the choice is to fix $\theta$ and vary the pump power $P$. This is traditionally what is done to analyze the stability of the CW solutions [26]. To show the existence of two CW solutions analytically, look at the points where the derivative $\frac{\partial P^2}{\partial I_s}$ is equal to zero:

$$\frac{\partial P^2}{\partial I_s} = \frac{\partial}{\partial I_s}[I_s^3 - 2\theta I_s^2 + (\theta^2 + 1)I_s] = 0 \tag{2.2}$$

$$3I_s^2 - 4\theta I_s + (\theta^2 + 1) = 0 \tag{2.3}$$
Figure 2.1: Bifurcation plots of steady state plane wave solutions where the driving power ($P^2$) is plotted against intensity levels ($I_s$) showing a saddle-node bifurcation. (a) Blue line is when it is stable, black line is unstable. (b) Blue line is when it is stable, red line is when it is unstable, and black line is the modulation instability (MI). The horizontal lines are the values of $I_{1,2}^s$ from equation (2.4).

The solutions to equation (2.3) give the turning points of the bistable response, also known as the saddle-node bifurcations of the CW solutions [32]:

$$I_{1,2}^s = \frac{2\theta}{3} \pm \frac{1}{3}\sqrt{\theta^2 - 3}$$  \hspace{1cm} (2.4)

Thus, the point when $\theta^2 = 3$, is a critical point. Whenever $\theta < \sqrt{3}$, there are no turning points and the system is monostable. This implies that for this case, $I_s$ in equation (2.1) has one real root. When $\theta > \sqrt{3}$, there are two turning points and the system is bistable (see figure 2.1). This implies that for this case, $I_s$ in equation (2.1) has three real roots.

In summary, the CW states are given by the cubic equation of dispersive optical bistability whose roots are determined by the value of the detuning parameter and the pump power. The CW solutions are equivalent for the LLE with second or fourth order dispersion but nevertheless, provide a baseline for further investigations into coherent structures due to bifurcations off of the S-curve shown in figure 2.1.
2.1. Linear Stability Analysis of Quartic LLE

This section presents the linear stability analysis of the CW solutions of the quartic LLE. The results are different than the second-order case presented in [36] and are given for both the self-focusing case and the self-defocusing case. By introducing an ansatz, we can analyze the regions of stability for the solutions given different parameter values. Introduce a transformation [36] into equation (1.4), namely, \( E = E_s(1 + A) \). This will yield the following equation:

\[
\partial_t A = -(1 + i\theta)A + i\beta_4 \partial_z^4 A + i\gamma |E_s|^2 (2A + A^* + 2|A|^2 + A^2 + |A|^2 A)
\]  

(2.5)

Equation (2.5) is fully equivalent to equation (1.4). The stability of the CW solutions can be analyzed by assuming \( A \) is small and linearizing equation (2.5) with respect to \( A \). This must be considered with its complex conjugate, \( A^* \), in which \( A \) is coupled with. Thus the linearized system reads

\[
\frac{d}{dt} \begin{pmatrix} A \\ A^* \end{pmatrix} = L \begin{pmatrix} A \\ A^* \end{pmatrix}
\]

where

\[
L = \begin{pmatrix}
-(1 + i\theta) + i\beta_4 \partial_z^4 + 2i\gamma |E_s|^2 & i\gamma |E_s|^2 \\
-\gamma |E_s|^2 & -(1 - i\theta) - i\beta_4 \partial_z^4 - 2i\gamma |E_s|^2
\end{pmatrix}
\]

By introducing an ansatz that the perturbation \( A \) has the form of a plane-wave modulation, that is \( \exp(ikz + \sigma t) \), one can then obtain the characteristic eigenvalue equation:
\[ \sigma^2 + 2\sigma + \zeta(|E_s|^2, \beta_4k^4) = 0 \]  \hspace{1cm} (2.6)

where

\[
\zeta(|E_s|^2, \beta_4k^4) = -(1 + i\theta) + 2i\gamma|E_s|^2 + i\beta_4k^4)(-(1 - i\theta) - 2i\gamma|E_s|^2 - i\beta_4k^4) - |E_s|^4
\]
\[ = (\beta_4k^4)^2 - 2(\theta - 2\gamma|E_s|^2)(\beta_4k^4) + ((1 + \theta^2) - 4\gamma|E_s|^2\theta + 3\gamma^2|E_s|^4) \]

The stationary solution is unstable when one of the roots of equation (2.6) has a positive real part for at least one choice of \(k\). This amounts to the condition that the constant term \(\zeta\) be negative \([26]\). The roots of \(\zeta(|E_s|^2, \beta_4k^4)\),

\[
(\beta_4k^4) = (\theta - 2\gamma|E_s|^2) \pm (\gamma^2|E_s|^4 - 1)^{1/2}
\]

So, the interval of instability is

\[
a^-(|E_s|^2) < \beta_4k^4 < a^+(|E_s|^2)
\]

where \(a^\pm(|E_s|^2) = (\theta - 2\gamma|E_s|^2) \pm (|E_s|^4 - 1)^{1/2}\) with \(\theta - 2\gamma|E_s|^2 > 0\) and \(|E_s|^4 \geq 1\). Note that since \(\gamma\) is unitary, then \(\gamma^2 = 1\).

There are two cases to consider, when \(\gamma > 0\), self-focusing, and when \(\gamma < 0\), self-defocusing. For the case of self-focusing, figure \(2.2a\) shows the unstable domain for the self-focusing case when \(\theta = 2\), \(\theta = 5\). The red dot represents the minimum point which corresponds to the turning point for the onset of the instability \([36]\). It has coordinates

\[
\beta_4k^4 = \theta - 2, |E_s|^2 = 1
\]
where $\theta > 2$ has physical meaning. For the case of self-defocusing, figure 2.2b shows the unstable domain for $\gamma = -1$ and $\theta = 1, \theta = 3$. The turning points of the instability have coordinates

$$\beta_4 k^4_c = 2 + \theta, |E_s|^2_c = 1$$

where $\theta > 0$ has physical meaning. As shown in the figures, as you increase $\theta$, the curves shift along the horizontal line $|E_s|^2 = 1$.

In conclusion, the study of continuous wave (CW) states and their linear stability analysis offers valuable insights into the dynamics of nonlinear optical systems. Understanding the stability properties of these states is essential for predicting the behavior of optical systems under various conditions and perturbations. Linear stability analysis provides a rigorous mathematical framework for assessing the regions of instability of CW states. By identifying regions of stability and instability, we can gain critical understanding of the underlying dynamics and potential for the emergence of complex phenomena such as pattern formation, soliton generation, and chaos.
Chapter 3
Spatial Dynamics of Stationary Quartic LLE

This chapter describes the spatial dynamics of stationary solutions to the quartic LLE. These dynamics often involve the formation of coherent structures, such as bright and dark solitons, or other localized structures. Bright solitons correspond to localized peaks in the intensity profile of the wave and dark solitons correspond to localized dips in the intensity. Dark solitons form when the dispersive effects counteract the tendency of the nonlinear medium to focus light, resulting in a localized region where the optical intensity is lower than the surrounding background. This work expands upon work I was previously a part of in [33]. The spatial eigenvalues for the stationary quartic LLE are derived and shown in the paper and in this chapter. Furthermore, in section 3.1, the evolution of the eigenvalues is shown for different values of the detuning parameter $\theta$.

As mentioned previously in section 1.2, a distinct characteristic of pure quartic solitons are their oscillatory decaying tails. Recall, this is different than the conventional case of only second order dispersion engineered solitons that have exponentially decaying tails. The main point of this chapter is to characterize the regions in which the formation of coherent structures are possible given dominant fourth order dispersion. This can be done by looking at the eigenvalues of the tails of the PQS pulses and seeing when the imaginary parts of these eigenvalues are nonzero [12]. There are others ([32], [31], [24]) that have further conducted bifurcation analysis of coherent structures that arise from the unique dynamics given by the stationary solutions of the LLE with second order dispersion. It was also considered in the quartic LLE [33]. The information presented in this chapter is also used later, in section 4.2, to quantify the interaction of two pulses. We can examine their interaction by looking at the
overlap of two tails of the different pulses, i.e. we want to match two oscillatory decaying functions whose characteristics are given by the spatial eigenvalues.

We are interested in analyzing the dynamics of the stationary solutions of the quartic LLE. For the rest of this report, we will only consider the case of self-focusing, i.e. when $\gamma = 1$. The dynamics differ for the self-defocusing case and most experimental settings also focus on this case. One could view the stationary solutions as "branches" coming off of the S-curve shown in the previous chapter (figure 2.1). Hence, this curve (CW solutions), are the starting point for finding coherent structures.

The fixed points are the CW solutions, $E_s$, and we wish to analyze the stability of the stationary solutions, that is solutions to the LLE where $\frac{\partial E}{\partial t} = 0$,

$$\begin{align*}
-(1 + i\theta)E + i|E|^2E + i\beta_4 \frac{\partial^4 E}{\partial z^4} + P = 0
\end{align*}$$

(3.1)

Using dynamical systems theory, equation (3.1) can be simplified to a system of first-order real ODEs in $z$, namely

\begin{align*}
E_1 &= \text{Real}(E) \rightarrow d_z E_1 = E_3 \\
E_2 &= \text{Imag}(E) \rightarrow d_z E_2 = E_4 \\
E_3 &= d_z E_1 \rightarrow d_z E_3 = E_5 \\
E_4 &= d_z E_2 \rightarrow d_z E_4 = E_6 \\
E_5 &= d_z^2 E_1 \rightarrow d_z E_5 = E_7 \\
E_6 &= d_z^2 E_2 \rightarrow d_z E_6 = E_8 \\
E_7 &= d_z^3 E_1 \rightarrow d_z E_7 = \beta_4^{-1}(E_2 + \theta E_1 - E_1(E_1^2 + E_2^2)) \\
E_8 &= d_z^3 E_2 \rightarrow d_z E_8 = \beta_4^{-1}(-E_1 + \theta E_2 - E_2(E_1^2 + E_2^2) + P)
\end{align*}
Letting \( y(z) = [E_1, ..., E_8]^T \), it is possible to cast the above system in the form \( y'(z) = f(y(z); \theta, P, \beta_4) \) which linearized around the CW solution of \( y_0 = [a, b, 0, 0, 0, 0, 0, 0] \) where \( E_s = a + ib \), is

\[
y'(z) = J(y_0) y(z) + \mathcal{O}(y^2(z))
\]  

(3.2)

The eigenvalues of the Jacobian matrix \( J(y_0) \) determine whether the tails of the stationary state are oscillatory or monotonic [33]. This leads to the characteristic equation:

\[
\beta_4^2 \lambda^8 + \beta_4 \lambda^4 (4|E_s|^2 - 2\theta) + (1 + \theta^2 - 4\theta |E_s|^2 + 3|E_s|^4) = 0
\]  

(3.3)

that has eight roots. This characteristic equation is the same for the purely second order dispersion case for the LLE with the substitution \( \lambda \to \sqrt{i\lambda} \), resulting in four eigenvalues. The eight eigenvalues of equation (3.3) are

\[
\lambda_{1,2,3,4,5,6,7,8} = \pm \sqrt{\frac{1}{\beta_4} \left( \theta - 2|E_s|^2 \pm \sqrt{|E_s|^4 - 1} \right)}
\]

Let \( q_1, q_2, k_1 \) be positive real numbers and take \( \beta_4 = 1 \). Similar studies can be done for the case when \( \beta_4 = -1 \), so we only present the case when \( \beta_4 = 1 \). There are four qualitatively different eigenvalue configurations:

1. There are two quartets of complex eigenvalues:

\[
\lambda_{1,2,5,6} = \pm q_1 \pm iq_1 \\
\lambda_{3,4,7,8} = \pm q_2 \pm iq_2
\]
2. There are two quartets of complex eigenvalues:

\[ \lambda_{1,2,3,4} = \pm q_1 \pm ik_1 \]
\[ \lambda_{5,6,7,8} = \pm k_1 \pm iq_1 \]

3. Four eigenvalues are real and four are imaginary:

\[ \lambda_{1,2} = \pm q_1 \]
\[ \lambda_{3,4} = \pm q_2 \]
\[ \lambda_{5,6} = \pm iq_1 \]
\[ \lambda_{7,8} = \pm iq_2 \]

4. Two eigenvalues are real, two are imaginary, and there is one quartet of complex eigenvalues:

\[ \lambda_{1,2} = \pm q_1 \]
\[ \lambda_{3,4,7,8} = \pm q_2 \pm iq_2 \]
\[ \lambda_{5,6} = \pm iq_1 \]

Numerical simulations were run where \( \theta = 3 \) is fixed and \( |E_s|^2 \) is increased from 0 to 5. The eigenvalues, from of the quartic LLE, are plotted in figure 3.1. Each color corresponds to a different eigenvalue (black is repeated). More detailed work is shown in section 3.1 in looking at these regions and where these eigenvalues lie on the "S-shape" bifurcation diagram in figure 2.1.

Table 3.1 lists the four cases of the different eigenvalue configurations, along with the names of the eight-dimension stability classification, and their corresponding region numbers.
As $|E_s|^2$ increases, the eigenvalues evolve and may transition between regions. During such evolutions, bifurcations occur. Transitioning from region 1 to 2 yields four distinct complex eigenvalues, each with a multiplicity of two, arising from eigenvalue interactions within the complex plane. From region 2 to 3, there are four distinct eigenvalues: two real and two imaginary each with a multiplicity of two caused by the eigenvalues combining along the real and imaginary axis. Moving from region 3 to 4 results in five distinct eigenvalues: two real, two imaginary, and four at $\lambda = 0$, arising from the convergence of four eigenvalues to the origin. Transitioning from region 4 to 1 yields five distinct eigenvalues: four complex and
Table 3.1: Summary table of different eigenvalues as $|E_s|^2$ increases

<table>
<thead>
<tr>
<th>$(\lambda_{1,2}, \lambda_{3,4}, \lambda_{5,6}, \lambda_{7,8})$</th>
<th>Name</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\pm q_1 \pm i q_1, \pm q_2 \pm i q_2, \pm q_1 \mp i q_1, \pm q_2 \mp i q_2)$</td>
<td>Quatri focus</td>
<td>1</td>
</tr>
<tr>
<td>$(\pm q_1 \pm i k_1, \pm q_1 \mp i k_1, \pm k_1 \pm i q_1, \pm k_1 \mp i q_1)$</td>
<td>Quatri focus</td>
<td>2</td>
</tr>
<tr>
<td>$(\pm q_1, \pm q_2, \pm i q_1, \pm i q_2)$</td>
<td>Double saddle-Double center</td>
<td>3</td>
</tr>
<tr>
<td>$(\pm q_1, \pm q_2 \pm i q_2, \pm i q_1, \pm q_2 \mp i q_2)$</td>
<td>Saddle-Center-Double focus</td>
<td>4</td>
</tr>
</tbody>
</table>

In comparison to the second-order dispersion case of the LLE, there exist more regions in the parameter space that result in the generation of coherent structures. In the quartic LLE, regions 1, 2, and 4 exhibit the emission of complex eigenvalues, enabling the presence of oscillatory tails in the stationary states. This corresponds to the lower and upper part of the S-curve for the CW solutions. Hence, the presence of higher-order dispersion could potentially increase the occurrence of coherent structures, as indicated by the complex dynamics exhibited by the spatial eigenvalues.

3.1. Tracking Spatial Eigenvalues for Different Values of $\theta$

This section demonstrates the effect of the value $\theta$ on the spatial eigenvalues. As in [31], CW states of the LLE and their spatial eigenvalue configuration can be tracked for several values of $\theta$. The critical point of the S-curve occurs when $\theta = \sqrt{3}$ and from the linear stability analysis in section 2.1, there is also a critical value of $\theta = 2$. Hence, there are four different cases to consider for the different values of $\theta$; (i) $\theta = 1.5 < \sqrt{3}$, (ii) $\sqrt{3} < \theta = 1.75$, (iii) $\theta = 2$, (iv) $2 < \theta = 4$.

1. Case (i): $\theta = 1.5$

There is one bifurcation point that occurs when $|E_s|^2 = 1$. There are four unique eigenvalues with multiplicity 2 of type $\lambda_{1,2,3,4} = \pm q \pm i q$ at this point. As $|E_s|^2$ increases,
the evolution is as follows: Region 2 → Bifurcation at $|E_s|^2 = 1$ → Region 1. The arrangement of eigenvalues is shown in figure 3.2 as $|E_s|^2$ increases.

2. Case (ii): $\theta = 1.75$

There are three points of bifurcation that occur when $|E_s|^2 = 1, 1.0833, 1.25$. For the first bifurcation point, there are four unique eigenvalues with multiplicity 2 of the type $\lambda_{1,2,3,4} = \pm q \pm iq$. For the second bifurcation point, there are four complex eigenvalues of the type $\lambda_{1,2,3,4} = \pm q \pm iq$ and four zero eigenvalues. For the third bifurcation point, there are four complex eigenvalues of the type $\lambda_{1,2,3,4} = \pm q \pm iq$ and four zero eigenvalues. As $|E_s|^2$ increases, the evolution is as follows: Region 2 → Bifurcation at $|E_s|^2 = 1$ → Region 1 → Bifurcation at $|E_s|^2 = 1.0833$ → Region 4 → Bifurcation at $|E_s|^2 = 1.25$ → Region 1. The arrangement of eigenvalues is shown in figure 3.3 as $|E_s|^2$ increases.

3. Case (iii): $\theta = 2$

There are two points of bifurcation that occur when $|E_s|^2 = 1, 1.6665$. For the first bifurcation point, all eigenvalues equal zero. For the second bifurcation point, there are four complex eigenvalues of the type $\lambda_{1,2,3,4} = \pm q \pm iq$ and four zero eigenvalues. As $|E_s|^2$ increases, the evolution is as follows: Region 2 → Bifurcation at $|E_s|^2 = 1$ → Region 4 → Bifurcation at $|E_s|^2 = 1.6665$ → Region 1. The arrangement of eigenvalues is shown in figure 3.4 as $|E_s|^2$ increases.
4. Case (iv): $\theta = 4$

There are three points of bifurcation that occur when $|E_s|^2 = 1, 1.4648, 3.8685$. For the first bifurcation point, there are four unique eigenvalues with multiplicity 2 of the type $\lambda_{1,2,3,4} = \pm q, \pm iq$. For the second bifurcation point, there are four unique eigenvalues of the type $\lambda_{1,2,3,4} = \pm q, \pm iq$ and four zero eigenvalues. For the third bifurcation, there are four complex eigenvalues of the type $\lambda_{1,2,3,4} = \pm q \pm iq$ and four zero eigenvalues. As $|E_s|^2$ increases, the evolution is as follows: Region 2 $\rightarrow$ Bifurcation at $|E_s|^2 = 1$ $\rightarrow$ Region 3 $\rightarrow$ Bifurcation at $|E_s|^2 = 1.4648$ $\rightarrow$ Region 4 $\rightarrow$ Bifurcation at $|E_s|^2 = 3.8685$.
In conclusion, the exploration of the spatial dynamics of stationary quartic Lugiato-Lefever equations (LLE) and the tracking of spatial eigenvalues across various detuning parameter values provide invaluable insights into the intricate behaviors of nonlinear optical systems with fourth-order dispersion. Compared to the quadratic LLE, there are increased opportunities for the generation of coherent structures due to the unique characteristic of PQSs, namely their oscillatory decaying tails. Through theoretical analysis and computational simulations, this study has shed light on the complex interplay between the detuning parameter and the spatial eigenvalues, revealing intriguing phenomena such as pattern formation and stability transitions. The findings not only deepen our understanding of fundamental nonlinear phenomena but also offer practical implications of photonic devices and
Figure 3.5: Case (iv) when $4 = \theta > 2$

systems. As we continue to delve into the dynamics of nonlinear optical systems, the insights gleaned from this research serve as a foundation for further exploration and innovation.
The goal of this chapter is to test a variety of different initial conditions for the emergence of coherent structures. The type of initial conditions considered are $sech$ function (bright pulse), noisy functions, and $tanh^2$ function (dark pulse). We consider both cases when $\beta_4 < 0$ and $\beta_4 > 0$ for the first two cases and only positive $\beta_4$ for the last case. The interest lies in the long-term behavior of the model and provides valuable insights for the rest of the work presented in the subsequent chapters.

These numerical realizations showcase our exploration into introducing noise into our initial conditions. For inputs of $sech$-type and $tanh^2$-type, the coherent structures observed provide valuable insight into the behavior of the system. It’s important to note that not all of this is an exhaustive study. As it relates to the noisy initial condition, we haven’t conducted any statistical analysis, nor have we addressed numerical artifacts like aliasing. For instance, in the numerical scheme used for simulations, we integrate the linear part in Fourier space which leads to non-physical filtering. Despite these considerations, these results still offer insights into the emergence of coherent structures, potentially serving as attractors.

The quartic Lugiato-Lefever equation is solved numerically using the split-step fourier method. The construction of split-step fourier method in this regime is well established [1]. Solving the LLE using the split-step fourier method is outlined here [17] and further in the LLE with the effects of higher-order dispersion, Raman scattering, and self-steepening [13]. Given an initial condition, the system updates in time by discretizing the space domain into $N$ equally-spaced fourier modes and splitting equation (1.4) up into two parts. The linear component accounts for loss, detuning, and dispersion and the nonlinear component
accounts for the cubic nonlinearity term. That is

$$\frac{\partial E}{\partial t} = (N + L)E + P$$

$$N = i|E|^2$$

$$L = -(1 + i\theta) + i\beta_4 \frac{\partial^4 E}{\partial z^4}$$

The nonlinear part, using standard ODE methods, results in the update

$$\frac{\partial E}{\partial t} = NE$$

$$\Rightarrow E(t + \Delta t, z) = \exp(\Delta tN)E(t, z)$$

$$E(t + \Delta t, z) = \exp(i\Delta t|E(t, z)|^2)E(t, z)$$

For the linear part, we first make a change of variables since the pump power $P$ is constant. We want to make the substitution

$$E(t, z) = A(t, z) + \frac{P}{(1 + i\theta)}$$

So that

$$\frac{\partial A}{\partial t} = \left[ -(1 + i\theta) + i\beta_4 \frac{\partial^4}{\partial z^4} \right] A$$

The linear part is solved by means of finite fast fourier transform with the solution being in the fourier domain where $k$ are the fourier wavenumbers. Let $\tilde{A}(t, k) = \mathcal{F}(A(t, z))$ so

$$\frac{\partial}{\partial t} \tilde{A}(t, k) = \mathcal{F} \left[ \left( -1 + i\theta \right) + i\beta_4 \frac{\partial^4}{\partial z^4} \right] A(t, z)$$

$$= \left[ -(1 + i\theta) + i\beta_4 (ik)^4 \right] \tilde{A}(t, k)$$

$$\frac{\partial}{\partial t} \tilde{A}(t, k) = \left[ -(1 + i\theta) + i\beta_4 k^4 \right] \tilde{A}(t, k)$$

$$\Rightarrow \tilde{A}(t + \Delta t, k) = \exp(\Delta t(-1 + i\theta) + i\beta_4 k^4))\tilde{A}(t, k)$$
So that the update in the for the linear part is

\[
A(t + \Delta t, z) = \mathcal{F}^{-1} \left[ \exp(\Delta t(-1 + i\theta) + i\beta_4 k^4)) \ast \mathcal{F}(A(t + \Delta t, z)) \right]
\]  

(4.13)

Using the substitution in equation (4.7), we obtain the update in E, that is

\[
E(t + \Delta t, z) = \mathcal{F}^{-1} \left[ \exp(\Delta t(-1 + i\theta) + i\beta_4 k^4)) \ast \mathcal{F} \left( E(t + \Delta t, z) - \frac{P}{1 + i\theta} \right) \right] + \frac{P}{1 + i\theta}
\]  

(4.14)

Combining equation (4.6) and equation (4.14) gives the numerical solution update

\[
E(t + \Delta t, z) = \mathcal{F}^{-1} \left[ \exp(\Delta t(-1 + i\theta) + i\beta_4 k^4)) \ast \mathcal{F} \left( \exp(i\Delta t |E(t, z)|^2) E(t, z) - \frac{P}{1 + i\theta} \right) \right] + \frac{P}{1 + i\theta}
\]  

(4.15)

where the part in red is from the nonlinear update. The system either devolves into chaos or reaches a steady state solution consisting of pulse-like structures. If steady state is reached and the system does not become chaotic, the final numerical solutions are taken at some time T. This is determined when the \(L^2\) norm of the current state compared with the previous states is sufficiently small \(< 10^{-8}\), i.e.

\[
|E(T, z) - E(t, z)|^2 < 10^{-8}
\]  

(4.16)

The quartic LLE is posed on the line \([-L, L]\), where 2L is the total domain length. Here, there is periodic boundary conditions but we make \(L\) large enough \((L = 40)\) so there is no interaction of structures on the boundary for the case of \(sech\)-type and \(tanh^2\)-type initial conditions. This is to mimic the problem being posed on an infinite line. However, for the case of noisy initial conditions, the boundaries are just periodic. The parameters \(\theta, P, \beta_4\) are given initially. The time step is taken to be \(\Delta t = 0.001\). The number of fourier modes, \(N\), is in most cases taken to be \(N = 1024\). In chapter 6 when the domain size is smaller, \(N = 512\) is sufficient. Algorithm 1 demonstrates some pseudocode of the split-step fourier
method for the quartic LLE whose update formula is given by equation (4.15). The FFT and IFFT functions refer to the fast fourier transform and the inverse fast fourier transform, respectively. The initial condition is discussed in the next section (section 4.1) as we consider a variety of initial conditions.

Algorithm 1 Split-step fourier method for quartic LLE

Require: $u_0 = E(0, z)$ ▷ Initial condition

for $m = 0 : \Delta t : T$ do

$u_1 = exp(i\Delta t \ast abs(u_0)^2) \ast u_0 - P/(1 + i\theta)$
$u_2 = FFT(u_1)$
$u_3 = exp(\Delta t(-(1 + i\theta) + i\beta_4k^4)) \ast u_2$
$u_4 = IFFT(u_3) + P/(1 + i\theta)$
$u_0 = u_4$

end for

4.1. Numerical Simulations of Different IC

The goal of this section is to test a variety of initial conditions to observe the emergence of coherent structures or the system devolving into chaos. The subsequent sub-sections are for the different cases when the sign of the fourth-order dispersion parameter is negative or positive. The intention is the see the role of the sign of the dispersion parameter as different structures exist for different values. We will consider a range of initial conditions:

i Case 1: The initial condition is taken to be a single bright pulse of the form:

$$E(0, z) = a + bsech(cz)$$

where $a$ is taken to be the CW solution and $b$ and $c$, in this case, are taken to be

$$b = \sqrt{2\theta}(\zeta + i\sqrt{1 - \zeta^2}) \text{ where } \zeta = \frac{\sqrt{8\theta}}{P\pi}$$

$$c = \sqrt{\theta}$$
The values for $b$ and $c$ are taken from [27]. We consider this case for both $\beta_4 < 0$ and $\beta_4 > 0$.

ii Case 2: Starting with the constant solution from the CW solutions and adding on some noise:

$$E(0, z) = a + re^{i\tilde{z}}$$

where $r$ is the amplitude of the noise taken to be some real number such that $r \in [0, 1]$ and $\tilde{z}$ is a random variable whose values are sampled from the standard normal distribution. Essentially, this takes the CW solution and perturbs it, where the perturbation is characterized by values drawn from the standard normal distribution. We consider this case for both $\beta_4 < 0$ and $\beta_4 > 0$.

iii Case 3: This case is only considered when $\beta_4 > 0$. The initial condition is taken to be a single dark pulse of the form

$$E(0, z) = a + \tanh^2(z)$$

where $a$ is the CW solution. The form of this initial condition is taken in this way as it provides the simplest case of adding a dark pulse to the background CW state.

4.1.1. Emergence of Coherent Structures or Chaotic Regimes for the Quartic LLE with $\beta_4 < 0$

The first case considered is Case 1 where the initial condition is in the form of a single bright pulse. For these simulations, take $\theta = 3$ and $P = 2$. For this initial condition and the parameters taken, we expect to see a variety of behavior from the system. There have been more rigorous studies on the existence and stability of coherent structures ([32], [31], [33], [29]) showing it is possible to obtain single bright pulses and multi-pulse solutions. The
CW solutions exhibit hysteresis behavior where the system transitions between different dynamical regimes as the parameters are varied. The bifurcations from the S-curve can lead to the onset of chaotic behavior. Hysteresis can thus act as a catalyst for the emergence of chaos due to the multiple CW states. Hence, depending on the CW state used in the initial condition, this can lead to very different behavior.

The following figures have the initial condition in the top left and show snapshots over time the behavior of the system. They are progressed in time from left to right, with the final time shown in the last subplot in the bottom right for each figure. Figure 4.1 is an example where initially, the system is given a very intense input with high energy. As the energy spreads out across the domain, it settles to a train of pulses. The CW solution is taken from the bottom part of the S-curve. Figure 4.2 shows how the system appears to be going towards a multi-pulse solution but then devolves into chaos. Here, the CW solution is taken from the middle part of the S-curve where it is unstable. Figure 4.3 is an example of a bright pulse solution. Here, the CW solution is taken from the top part of the S-curve.

These figures (4.1 - 4.3) showcase how starting from a different background state, the system can exhibit different behavior. Although not shown here, through numerical simulations, it is also possible to obtain a single bright pulse as the steady state solution when the CW state is taken from the lower part of the S-curve. However, when taking the initial background state as the middle part of the S-curve, the system will not converge to a steady state solution.
Figure 4.1: Evolution where the constant $a$ is taken from the lower part of the S-curve.

Figure 4.2: Evolution where the constant $a$ is taken from the middle part of the S-curve.
The second case considered is where the initial condition is in the form of the CW background state with some noise. The noise is taken from a normal distribution where the mean is the CW solution and the standard deviation is either taken to be small, i.e. $r = 0.1$ or large, i.e. $r = 0.7$. For small noise, most of the behavior we observed, would be that of the CW solution or no coherent structures.

For figure 4.4, we see some of the multi-pulse behavior before the resulting state of the system is quasi-periodic. This was indeed the case for the simulations when $a$ is on the lower or middle part of the S-curve, meaning it is very difficult to obtain pulse-like solutions for this case.

It was observed however, that as we increase the noise, more interesting behavior emerges. For the next two figures (4.5 and 4.6), the initial conditions have large noise and the same mean, meaning we have the same type of solutions but see a different number of bright pulses that emerge because of the randomness of the initial condition. Figure 4.5 stabilizes into four bright pulses and figure 4.6 stabilizes into two bright pulses, each with differing
pulse separation distances. The observation of stable coherent structures with different pulse
separation distances and number of pulses was the motivation for section 4.2 and for chapter
5. It would be interesting to do further statistical analysis to see if one could characterize
the number of pulses seen in the final steady state solution based on the sampling done in
the initial condition for the noise added into the CW state. The background state for these
cases was taken from the top part of the S-curve where we see similar behavior as in figure
4.3.

Figure 4.4: Evolution where the constant \(a\) is taken from the lower part of the S-curve with
small noise

Through numerical observations of starting with inputs of smooth pulse-like functions
like \(sech\)-type or starting with noise, we can see the emergence of coherent structures for the
case when \(\beta_4 < 0\). This does appear to be dependent on the background state used in the
initial condition, as starting with a CW state from the middle part of the S-curve does not
result in coherent structures.
Figure 4.5: Evolution where the constant $a$ is taken from the top part of the S-curve with large noise.

Figure 4.6: Evolution where the constant $a$ is taken from the top part of the S-curve with large noise.
4.1.2. Emergence of Coherent Structures or Chaotic Regimes for the Quartic LLE with $\beta_4 > 0$

We now want to consider the cases of different initial conditions for the case when $\beta_4 > 0$ to observe the possible emergence of coherent structures or other types of behavior in the system. The first case considered is where the initial condition is in the form of a single bright pulse. For figure 4.7, take $\theta = 6$ and $P = 3$ and for figure 4.8, take $\theta = 6$ and $P = 4$. When running this initial condition where the constant $a$ is taken from the middle part of the S-curve, the solution devolves into chaos and doesn’t reach a stable state. Figure 4.7 shows how a dark pulse is formed when initially the input is a bright pulse. Also, there is some interesting behavior in the dip of the dark pulse that will be explored more later. However, there is some indication here that for dark pulses, the dips can have compound structures. Figure 4.8 initially appears as if the resulting state would be a multi-pulse solution however, this is a case where the peak of this pulse will very slowly be expanded until the solution becomes constant. This is referred to as a moving front and is like a wall that is expanding. It is further studied in the case of the quadratic LLE in [40] and only appears in the case of positive orders of dispersion.

The second case considered is where the initial condition is in the form of the CW background state with some noise. The noise is taken from a normal distribution where the mean is the CW solution. The parameters are taken to be $\theta = 6$ and $P = 3$. For this case, most of the behavior observed would be that the solution would become constant as time went on. For a small amount of noise, that is when $r = 0.01$, some dark pulse solutions could be found which is shown in figure 4.9. This figure shows dark pulses forming with more compound structures in their dips. This case is particularly interesting since the noise is taken to be quite small but with resulting interesting behavior. In figure 4.10, the standard deviation is taken to be $r = 0.4$. In this figure, it is shown that adding in more noise still results in dark pulses. An interesting characteristic of the dark pulses compared to
the bright pulses, are the structures forming at the dips of the pulses. There has been some very recent work over studying these structures [14] in the NLSE with second and fourth order dispersion.

Figure 4.7: Evolution where the constant $a$ is taken from the bottom part of the S-curve.

Figure 4.8: Evolution where the constant $a$ is taken from the top part of the S-curve.
Figure 4.9: Evolution of solution where the constant $a$ is taken from the middle part of the S-curve with the standard deviation taken as very small (0.01).

Figure 4.10: Evolution of solution where the constant $a$ is taken from the middle part of the S-curve with the standard deviation taken to be 0.4.

In addition for figures 4.9 and 4.10, the background state is taken from the middle part of the S-curve. Although not shown in chapter 2, changing the sign of the dispersion parameter
results in different stability dynamics of the CW solution. When the dispersion parameter is positive, $\beta_4 > 0$, the middle branch is stable, thus resulting in the dark pulse train seen in the figures.

The last case considered is starting with a dark pulse as the initial condition. As shown in figure 4.11, the behavior exhibited is similar as seen in figure 4.8 as the solution is a moving front. It is also interesting to note that the pulse flips to form this front. These investigations have only scratched the surface and are open to further exploration.

![Solutions at different times for $\beta_4 > 0$, $\beta_3 > 0$, $P=2$](image)

**Figure 4.11**: Evolution where the constant $a$ is taken from the lower part of the S-curve.

### 4.2. Generation of Double Pulse Solutions

The inspiration for finding double pulse solutions comes from figure 4.5 and further numerical experiments where it was observed that there were a different kinds of double pulse solutions the system could produce. In doing more simulations with noisy initial conditions, you can find different number of pulse solutions by controlling the amount of noise in the initial condition in a small window. This can be seen in figure 4.12. Sometimes, the system would become chaotic and sometimes the system would decay to a constant
solution as shown in the previous section. This is contingent on the parameter values of the
system, i.e. $\theta$, $\beta_4$ and $P$. The goal for this section is to see how to generate a set of stable
and unstable double pulse solutions for given parameter values where the system would not
devolve into chaos.

Figure 4.12: Double pulse solution emerging from localized noise

Section 4.1.2 considers the case when $\beta_4 > 0$, but for the rest of this report, we will
only consider when $\beta_4 < 0$. Initially, we generate a single pulse by starting with an initial
condition of the form:

$$E(0, z) = \begin{cases} E_s + \tilde{E}(z) & \text{if } z \leq |\omega| \\ 0 & \text{if } z > |\omega| \end{cases}$$ (4.17)

where $E_s$ is the CW solution and $\tilde{E}(z) = r e^{i\phi(z)}$ such that $r \in [0, 1]$ is a parameter that
represents the amplitude of the noise and $\phi(z)$ is a normal random variable. The parameter
$\omega$ is the size of the window. An example of this is shown in figure 4.13.

Next, we want to construct the initial conditions of two pulses. The goal is to find all
double pulse solutions that satisfy the stationary quartic LLE, that is:

$$-(1 + i\theta)E + i|E|^2E + i\beta_4 \frac{\partial^4 E}{\partial z^4} + P = 0$$ (4.18)
Assume $E(z)$ is the single pulse solution of the above equation (final time shown in figure 4.13). The double pulse solutions can be formulated in the following way:

$$E_d(0, z; k) = E_+(z) + E_-(z) - E_s$$ (4.19)

where $E_+(z) = E(z + k)$ and $E_-(z) = E(z - k)$. The parameter $k$ is a real number that represents the shift to the left or right of the single pulse solution ($k = n\Delta z, n \in \mathbb{Z}$). This is shown in figure 4.14.

The parameters used for the simulation are $\theta = 2.2$, $P=1.5$, $\beta_4 = -1/4$, $L=40$, and $N=512$. The distance between the pulses went from $k=5$ to around $k=50$. The initial condition for equation (4.18) is given by equation (4.19) for a certain $k$. Initially, the pulses are close together and as $k$ increases, the distance between the pulses increases. We then...
want to see the final steady state solution as the distance between the two pulses is increased in the initial condition.

The interaction of the pulses can be regarded by looking at the overlap of the tails of the two pulses. The spatial dynamics of the stationary quartic LLE, whose spatial eigenvalues are from equation (3.3), can be used to find the consecutive separation distance between double pulse solution states. The spatial eigenvalues from the stationary problem that has the smallest negative real part is $\lambda_c = -0.8282 + 1.1949i$ which gives the approximate rate of decay of the oscillatory tails (real $\lambda_c$). After a certain distance apart the oscillatory tails of the two pulses don’t interact and the two pulses can be regarded as two single pulses existing on the same domain.

From [30], the wavelength of the oscillatory decaying tails is given by

$$\lambda_0^{\text{tails}} = \frac{\pi}{\text{Imag}(\lambda_c)}$$  \hspace{1cm} (4.20)

If $d_i$ is the distance between the two pulses, then $\Delta d_i = d_{i+1} - d_i$, which is the change of the separation distances between consecutive unstable and stable double pulse solutions. This value should be $\Delta d_i \approx \lambda_0^{\text{tails}}$ and as the distance between pulses grows larger, than $\Delta d_i \to \lambda_0^{\text{tails}}$.

The stability of the double pulse solutions is found from the spectrum of linearization of the double pulse solution. Letting $E = u_r + i u_i$, then the stationary quartic LLE is equivalent to solving:

$$-u_r + \theta u_i - u_i u_r^2 - u_i^3 - \beta_4 \frac{\partial^4 u_i}{\partial z^4} + P = 0$$ \hspace{1cm} (4.21)

$$-u_i - \theta u_r + u_r^3 + u_r^2 u_i + \beta_4 \frac{\partial^4 u_r}{\partial z^4} = 0$$ \hspace{1cm} (4.22)
This system is nonlinear, so the stability of the double pulse solution is found by looking at the eigenvalues of the Jacobian matrix evaluated at the double pulse solution. The Jacobian matrix is defined as

\[
J(u_r, u_i) = \begin{bmatrix}
-1 - 2u_i u_r & \theta - u_r^2 - 3u_i^2 - \beta_4 \frac{\partial^4}{\partial z^4} \\
-\theta + 3u_r^2 + u_i^2 + \beta_4 \frac{\partial^4}{\partial z^4} & -1 + 2u_i u_r
\end{bmatrix}
\] (4.23)

When numerically solving for the quartic LLE, we split the space domain, \( z \), into \( N \) equally spaced Fourier modes: \( z_j : z_j = 2L/N, j = 0, ..., N - 1 \). We solve the stationary quartic LLE on \( z_j \) and by using the fourth derivative spectral differentiation matrix, \( D^{(4)} \), to approximate \( \frac{\partial^4}{\partial z^4} \). Let \( U_r = [u_r(z_0), ..., u_r(z_{N-1})]^T \) and \( U_i = [u_i(z_0), ..., u_i(z_{N-1})]^T \), then the Jacobian matrix is defined numerically by

\[
J(U_r, U_i) = \begin{bmatrix}
-I + \text{diag}(-2U_i \cdot U_r) & \text{diag}(\theta - U_r^2 - 3U_i^2) - \beta_4 D^{(4)} \\
\text{diag}(-\theta + 3U_r^2 + U_i^2) + \beta_4 D^{(4)} & -I + \text{diag}(2U_i \cdot U_r)
\end{bmatrix}
\] (4.24)

where \( U_r^2 = [u_r(z_0)^2, ..., u_r(z_{N-1})^2] \) and similarly for \( U_i^2 \).

Numerically, \( U_r, U_i \) is a \( N \times 1 \) vector where \( N \) is the number of Fourier nodes. In this way, we are able to find both the (spectrally) stable and unstable double pulse solutions, that is by looking at the spectrum of the linearization, one can identify the Jacobian matrix, \( J \), and find its eigenvalues. The LLE has the property of translation invariance so one of the \( N \) eigenvalues will be zero. The solution is spectrally stable if when we linearize about the solution, all the resulting real parts of the eigenvalues are negative. In other words, by looking at the eigenvalue closest to zero, we can determine the stability of the resulting double pulse solution we obtain from solving the equation, using an initial condition shown in 4.14(b). If that eigenvalue’s real part is negative, then it is spectrally stable. If it is
positive, we say it is spectrally unstable. An example of the resulting solution and stability is shown in figure 4.15.

Table 4.1 shows the ending solution distances for each of the five solutions found in figure 4.16, $\Delta d_i$, and the eigenvalue closest to 0 from the spectrum of linearization of the Jacobian matrix in equation (4.24) called $s_0$. The anticipated $\Delta d_i = 2.6293$. The step size for this problem is $\Delta z = 0.1562$ meaning for this simulation, the difference in the pulse separation distances should be within the range of $\overline{\Delta d_i} = 2.65625 \pm 0.1562$.

Keeping the same set of parameters for $\theta, P, \beta$ but changing $L=20$ and $N=1024$ to see if we get a more accurate estimate. The results are shown in table 4.2. The step size for this problem is $\Delta z = 0.0391$ meaning for this simulation it’s with the range of $\overline{\Delta d_i} = 2.6302 \pm 0.0391$.

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>$\Delta d_i$</th>
<th>$s_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.281250</td>
<td>—</td>
<td>4.72985 x 10^{-1}</td>
</tr>
<tr>
<td>4.84375</td>
<td>1.5625</td>
<td>-1.10729 x 10^{-1}</td>
</tr>
<tr>
<td>7.34375</td>
<td>2.5</td>
<td>2.19461 x 10^{-2}</td>
</tr>
<tr>
<td>10.15625</td>
<td>2.8125</td>
<td>-2.46265 x 10^{-3}</td>
</tr>
<tr>
<td>12.65625</td>
<td>2.5</td>
<td>2.66639 x 10^{-4}</td>
</tr>
</tbody>
</table>

Table 4.1: Separation distance of pulses with $L=40$ and $N=512$

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>$\Delta d_i$</th>
<th>$s_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.125</td>
<td>—</td>
<td>4.72985 x 10^{-1}</td>
</tr>
<tr>
<td>4.882812</td>
<td>1.757821</td>
<td>-1.10729 x 10^{-1}</td>
</tr>
<tr>
<td>7.382812</td>
<td>2.5</td>
<td>2.19461 x 10^{-2}</td>
</tr>
<tr>
<td>10.117188</td>
<td>2.734376</td>
<td>-2.46265 x 10^{-3}</td>
</tr>
<tr>
<td>12.773438</td>
<td>2.65625</td>
<td>2.66643 x 10^{-4}</td>
</tr>
</tbody>
</table>

Table 4.2: Separation distance of pulses with $L=20$ and $N=1024$
Figure 4.15: Stable double pulse solution and its associated spectrum

Figure 4.16 shows all double pulse solutions found for these parameter values. The five $d_i$ each correspond to the five figures. The initial condition is shown in black and final solution is shown in red.

In summary, we found a discrete set of double pulse solutions, both stable and unstable, that exist for a given set of parameters. The change in the separation distance of the pulses between the double pulse solution states can be characterized by the interaction of the pulses via their tails. As the pulses get further apart, the spectral eigenvalue closest to zero, $s_0$, decreases in magnitude each time as shown in table 4.1. When the pulses are far enough apart, $s_0 \rightarrow 0$ demonstrating that after a certain distance apart, the pulses don’t have any interaction in their tails and can thus be regarded as two single pulses existing in the same domain. These results are extended in chapter 5 when the domain length is varied.

4.3. Phase and Chirp

In optics, phase refers to a property of light waves that describes the position of a point in its cycle relative to a reference point [6]. Phase plays a crucial role in many optical phenomena, including interference, diffraction, and polarization. In applications such as optical imaging, communication systems, or frequency metrology, controlling and manipulating the phase of light waves is essential for achieving desired outcomes, such as enhancing resolution or encoding information.
Chirp (spatial/temporal) refers to a phenomenon where the derivative of the phase of the electromagnetic wave of a light wave varies with space or time. This variation can be linear or nonlinear and can occur in both special temporal and spectral domains [37] and has applications in the degenerate of ultrashort pulse durations. For example, in ultrashort pulse
lasers, the pulse duration can be stretched or compressed due to temporal chirp. In other words the stretching or compressing of the temporal chirp affects its temporal profile [19].

Spectral chirp, on the other hand, refers to changes in the frequency or phase of a light wave across its spectrum. This can occur, for instance, when light passes through a dispersive medium, such as a prism or a diffraction grating, where different frequencies propagate at different speeds, leading to a spreading or compression of the spectrum [39]. Spectral chirp is also crucial in phenomena like frequency modulation and dispersion compensation in optical communication systems. Chirp is a vital consideration in various optical systems and applications because it can affect the behavior of light waves and their interactions with matter.

The field envelope, $E$, of the quartic LLE (equation 1.4), can be expressed in amplitude-phase form:

\[ E = |E|e^{i\varphi} \]

where $\varphi$ is the phase. The instantaneous frequency, that is the derivative of the phase with respect to $z$ (in LLE, $z$ is time-like), if dependent on $z$, then the pulse is said to have a chirp. This is due to the effect of the quadratic dispersion and nonlinearities (SPM arising from the Kerr effect). Chirp occurs at high energies where you have high nonlinear effects and if these effects are not there, then you would not have a chirp.

The chirp is only relevant where there is a pulse, i.e. not in the background state. For a single pulse, the resulting phase is shown in Figure 4.17. The evolution of the phase is shown on the left and the final resulting phase is shown on the right. The phase can hence be expressed as an approximation inside the pulse

\[ \varphi \approx \varphi_s + \alpha(z-z_0)(z-z_1) \]  

(4.25)
Figure 4.17: Resulting phase of a single pulse solution. The background constant phase corresponds to that of the CW solutions on the bottom part of the S-curve.

for a single pulse where $\phi_s$ is the constant background state corresponding to the CW solutions, $E_s$, that is if $E_s = |E_s|e^{i\phi_s}$, then

$$\phi_s = -i \ln(E_s/|E_s|).$$

The numbers $z_0$ and $z_1$ correspond to the points where the phase goes from being constant to something that is approximately quadratic. We point out from simulation, the phase takes an interesting profile for multi-pulse solutions and dark pulses (shown in figures 4.18 and 4.19) but only discuss the single pulse as the other are formulated in a similar manner.

In conclusion, the numerical studies carried out in this chapter provide insightful observations into the emergence of coherent structures. However more detailed statistical analysis is needed for initial conditions involving noise. Through our numerical explorations, we were able to see some unique dynamics of multi-pulses with varying pulse separation distances which we further explored for double pulse solutions with a large domain length emulating the problem being posed in an infinite line. These studies will further be explored in chap-
We also investigated chirp for a variety of multi-pulse solutions which is a crucial consideration in optics to further study the behavior of light in a cavity.

Figure 4.18: (left) Resulting phase of a triple pulse solution. Like in the single pulse case, the background phase corresponds to that of the CW solutions on the bottom part of the S-curve. (right) Resulting phase of a train of pulses, which is a periodic function.

Figure 4.19: Left two pictures show the initial condition and final solution given $\beta_4 > 0$ leading to a dark pulse. The right two pictures show the resulting phase. Here, the background constant phase corresponds to the CW solutions on the top part of the S-curve.
This chapter discusses different stability properties and dynamics of various pulse-like solutions of the quartic LLE. The stability of multi-pulse solutions can be studied by looking at the spectrum of linearization of the underlying PDE about the solutions [29]. For the spectrally unstable double pulse solutions, the behavior in time of the quartic LLE, lead to interesting dynamics of the pulse separation distance which is investigated in section 5.2.

From a dynamical systems perspective, the CW solutions on the lower part of the S-curve are stable equilibrium points. The pulses have four-dimensional stable and unstable manifolds, given by the spatial eigenvalues of equation (3.3), which allows the possibility of the formation of a homoclinic orbit. In fact, this can be seen in figure 5.1 for a single pulse solution. The final steady state solution is denoted $E(T, z)$ where $T$ is the final time. The plot on the left shows the final single pulse steady state solution and the right plot shows the projection of the real part of $E(T, z)$ and the real part of the first derivative $\frac{\partial}{\partial z} E(T, z)$. The background state is the CW solution corresponding to the lower part of the S-curve. The trajectory is ejected from the CW state to form the single bright pulse and then returns to the CW state to form a homoclinic orbit. This is similar to what happens in the case of only second-order dispersion in the LLE. Further techniques were investigated for this case in [31] for the LLE with quadratic dispersion.

### 5.1. Numerical Solutions and Decay Rate

In section 4.2, the spectral eigenvalues, defined as the eigenvalues of the matrix in equation (4.24), quantify the stability of solutions to the stationary quartic LLE. Recall, the
spectral eigenvalues are the result of the eigenvalues of the Jacobian from the spectrum of linearization of the solution. These eigenvalues can provide insight into how the solution responds to different frequencies of perturbations or disturbances [35].

When applying numerical methods to solve PDEs, it is crucial to ensure that the time step used in the simulation is small enough to capture the dynamics of the system accurately without causing numerical instability. This often involves analyzing the spectrum of the discretized system and choosing appropriate time step sizes based on the eigenvalues. The behavior of the eigenvalues influences the convergence rate of the numerical solution towards the steady state. By looking at the $l^2$ norm of the solution over time compared to the steady state solution, we can see if this solution is stable and also look at the decay rate.

Numerical investigations are done for multi-pulse structures consisting of three and five pulses. For the 3-pulse solution (shown in figure 5.2), the evolution plot is shown in the top left and the initial condition and final steady state solution is shown in the top right. Starting from localized noise, as described in equation (4.17), we obtain a multi-pulse solution consisting of three pulses. The bottom left figure shows the $l^2$ norm of the time to reach steady state. The bottom right figure is the spectrum of linearization of the final time steady state solution. The eigenvalue closest to zero is negative and has the value $s_0 = -0.0599$. The log of the $l^2$ norm, which is shown in the bottom left figure, is approximately linear and
when this line is approximated results in a slope of $-0.0612$. This value is approximately equivalent to the spectral eigenvalue closest to zero exhibiting to us that indeed the spectral eigenvalues relay information about the rate of decay of coherent structures for the quartic LLE.

Similarly for the coherent structure with five pulses shown in figure 5.3, the spectral eigenvalue closest to zero is $s_0 = -0.0213$. When using a linear fit of the log of the $l^2$ norm shown in the bottom left figure, this results in a slope of $-0.0221$ for the line. The values here are slightly smaller than the three-pulse case, hence why the solution takes longer to reach steady state. This direct relationship between the total time to reach steady state and the number of pulses in the final solution, indeed influence the magnitude of the spectral eigenvalue closest to zero. As the number of pulses increases in the final steady state solution, the number of orbits around the CW solution increases, thus taking it longer to return to
the stable background state. Therefore, single pulse solutions take the fastest to converge and a train of pulses would take the longest to converge to steady state.

5.2. Double Pulse Stability

A discrete set of double pulse solutions were found in section 4.2, both linearly stable and unstable. The goal of this section is to observe the behavior of an unstable double pulse solution in time. By taking the double pulse, $E_d(z)$, we perturb it and use that as the initial condition for the quartic LLE, that is

$$E(0, z) = E_d(z) + \tilde{E}_d$$
where $\tilde{E}_d$ is the perturbation. Figures 5.4 and 5.5 show the two different scenarios that can happen. Given that for each unstable double pulse solution there are two “nearby” stable solutions, one with a smaller and one with larger separation distance between pulses, then one can expect the unstable solution will go to either one of those depending on the noise of the perturbation. The perturbed double pulse effectively acts as a one-dimensional dynamical system where the distance between the pulses near $z = 0$ is the dynamical variable. The stable and unstable double pulse solutions are thus acting as alternating attractors and repellers.

Summarizing, in this chapter we presented the stability and dynamics of various pulse-like solutions of the quartic LLE. We find that the decay rate of numerical solutions is approximately equivalent to that of the spectral eigenvalue closest to zero of the spectrum of linearization. This provides us with a tool to numerically estimate the time to reach steady state, namely it is identifying these eigenvalues and calculating its magnitude. Our results show that the time for coherent structures with multiple pulses to reach steady state increases with the number of pulses. Finally, the temporal dynamics of double pulse solutions shows that the spectrally unstable double pulse solutions act as repellers, and for the stable case, they act as attractors. This allows defining a one-dimensional dynamics for double pulse solutions with the inter-pulse separation distance being the dynamical variable.
(a) Evolution of a double pulse solution starting from a perturbed unstable pulse. The figure shows a top down view of pulse separation distance. Here, the two pulse come closer together.

Figure 5.4: Separation distance going to smaller state.

(b) Graph of the separation distance between the two pulses and time. Black lines are the stable separation distance and the red line is the unstable separation distance.

(a) Evolution of a double pulse solution starting from a perturbed unstable pulse. The figure shows a top down view of pulse separation distance. Here, the two pulse come closer together.

Figure 5.5: Separation distance going to larger state.
Chapter 6
Exploration of Multi-Pulses in a Ring

This chapter explores the interaction of multi-pulse solutions in a ring. The interaction of pure quartic solitons has been theoretically studied in the NLSE by means of the interaction potential of the PQSs based on the Hamiltonian of the system ([42] [11]). However, the dynamics of multi-pulse interactions have not been studied for the quartic LLE since, in particular, the approaches involving the Hamiltonian of the system do not apply since the LLE is non-conservative. These studies might be of interest for applications in long-distance optical communication systems and microresonators.

We still consider the quartic LLE on the interval \( z \in [-L, L] \) where \( L \) is the domain length. In chapters 4 and 5, this parameter is taken to be either \( L = 20 \) or \( L = 40 \), which effectively represents the infinite line. Hence, we now consider a shorter domain length of \( L \in [4, 20] \) to study the interaction of pulses in a circle. We still enforce the periodic boundary conditions \( E(t, -L) = E(t, L) \) where \( z \in [-L, L] \). The initial condition is the background state \( (E_s) \) summed with a pulse-like shape, that is

\[
E(0, z) = E_s + \sum_{n=1}^{Q} sech \left( \frac{z - z_n}{\gamma} \right)
\]  

where \( Q \) is the number of pulses, \( z_n \) is the location of the center of the pulse, and \( \gamma \) is the pulse width. Figure 6.1 shows the evolution of the pulse separation distance for two to seven pulses for varying domain lengths. Since there is now interaction between neighbor pulses ahead and behind each one, one expects the competing repelling and attracting forces to equilibrate leading to an equidistant multi-pulse configuration. That is, they are separated by a distance of \( 2L/Q \).
Figure 6.1: Evolution of pulse separation distance for two to seven pulses.

Figure 6.2 shows the number of pulses versus the total time it took for the pulses to reach steady state. One thing to note with constructing the pulses in this way is that the inherent symmetry along $z=0$ effectively makes the order of magnitude of the time to steady state much lower than expected as shown. Next we want to consider what will happen when we randomize the placement of the pulses in the initial condition to see the evolution and differences in time to steady state when this is done. We also want to see the differences between the quadratic dispersion case and the quartic dispersion case.

Figure 6.2: The number of pulses vs the time it took to reach steady state
For these simulations, $L=7.5$, $N=1024$, $\theta = 2.2$, $P=1.5$, and the dispersion parameter is specified in the figure. We consider the two cases where there is pure fourth order dispersion, $\beta_2 = 0$ and $\beta_4 = -1/4$ and the second case of only second order dispersion, that is $\beta_2 = 1$ and $\beta_4 = 0$.

When the placement of the pulse centers is random, the stable steady state achieved may not always be equidistant. Figure 6.3 illustrates that the dispersion parameter affects the stability of the equidistant solution. Figure 6.4 demonstrates that dominant fourth-order dispersion results in an increased number of pulses in the final steady-state solution compared to dominant second-order dispersion, albeit with a weaker intensity exchange in the former. However, in this scenario, both the equidistant two-pulse and three-pulse solutions remain stable. Figure 6.5 illustrates that while the number of pulses remains consistent with the initial condition shown at the start, the stable state varies across different dispersion parameter cases. Figure 6.6 presents another initial condition similar to that of figure 6.5, albeit with different centers for the three initial pulses. This leads to behavior similar to what we observe in figure 6.4. This numerical experimentation could indicate two things:

- The dominant order of dispersion plays a role in the stability of equidistant pulse solutions
- Stable multi-pulse solutions might be more attainable with dominant higher-order dispersion
Figure 6.3: Top figures: Only fourth order dispersion; Bottom figures: Only second order dispersion. For the fourth order dispersion case, the pulses go to a stable double pulse solution state but they are not equidistance from each other. For the second order dispersion case, the pulses are equidistance from each other.

Figure 6.4: Top figures: Only fourth order dispersion; Bottom figures: Only second order dispersion. For the fourth order dispersion case, the steady state solution emits three pulses with each of those peaks separating in the initial condition. For the second order dispersion case, two of the pulses that were close together in the initial condition combine and the final steady state solution emits two pulses.
Figure 6.5: Top figures: Only fourth order dispersion; Bottom figures: Only second order dispersion. For the fourth order dispersion case, we get a stable double pulse solution and for the second order dispersion case, we get the stable equidistant double pulse solution.

Figure 6.6: Top figures: Only fourth order dispersion; Bottom figures: Only second order dispersion. For the fourth order dispersion case, the steady state shows three pulses. For the second order dispersion case, we get two pulses.
To rigorously investigate these observations, we will initially concentrate on the scenario of double pulse solutions within a ring. Consider the following:

\[
\frac{\partial E}{\partial t} = -(1 + i\theta) E + i|E|^2 E - i\beta_2 \frac{\partial^2 E}{\partial z^2} + i\beta_4 \frac{\partial^4 E}{\partial z^4} + P
\]

\[
E(t, -L) = E(t, L)
\]

\[
E(0, z) = E_d(0, z; k)
\]

for \( z \in [-L, L], t \in [0, T] \). That is, the generalized Lugiato-Lefever equation with second and fourth order dispersion for periodic boundary conditions and a two-pulse like initial condition (given in equation (4.19)). The goal is to find the stability of all two pulse solutions for a varying domain parameter \( L \) where there is different dominant orders of dispersion. Consider the two cases:

i Case 1: Dominant fourth order dispersion where \( \beta_4 = -1/4 \) and \( \beta_2 = 0 \)

ii Case 2: Dominant second order dispersion where \( \beta_4 = 0 \) and \( \beta_2 = 1 \)

Now, we want to define the parameter \( L \) such that \( L = 2X_0 + 2X_1 \) where \( X_0 \) is the distance from \( z = 0 \) to the peak of the pulse and \( X_1 \) is the distance from the peak of the pulse to \( z = L \) (shown in figure 6.7). We saw in section 4.2 that there is a discrete family of double pulse solutions for \( L = 40 \) until eventually the two pulses are far enough apart and they don’t have any interaction so they can be regarded as two single pulses in the same line. The hypothesis is that this result could be extended for any domain length \( L \).

Let us first investigate the role dispersion plays on the stability of the equidistant double pulse solutions for varying domain length \( L \), that is when \( X_0 = X_1 \). As in section 4.2, the spectral stability is found by looking at the spectrum of linearization of the double pulse solution. The eigenvalues are denoted \( s_i \) where \( i \in \mathbb{Z} \cap [0, N-1] \) and we define the eigenvalue closest to zero \( s_0 \). Most of the eigenvalues are negative except the one at zero due to the
translation invariance property of the LLE and potentially $s_0$. If $s_0 < 0$, then the double pulse solution is stable and if $s_0 > 0$, then it is unstable.

Figure 6.7: Setup of initial condition with two pulses for varying L

Figure 6.8: Change in stability of equidistant double pulse solution. First row: Case 1 of fourth order dispersion; Second row: Case 2 of second order dispersion

Figure 6.8 shows the change in stability of the equidistant double pulse solutions defined by $s_0$ as a function of the length of the ring L. The first column is the plot from $L \in [4, 20]$ showing the differences between having dominant second or fourth order dispersion. The second column is a close-up of the x-axis to further see the frequency of the switching in
stability. The third column is a log plot of the first column. This shows us that there is a more frequent shift in stability of the double pulse solution for the fourth order dispersion case and thus leading to much more interesting dynamics.

Focusing on the fourth-order dispersion case and now seeing what happens when \( X_0 \neq X_1 \), we want to see the stability of the family of double pulse solutions we get for different values of L. Figure 6.9 shows the resulting bifurcation plot of the stability of the double pulse solutions. The blue dots indicate a stable solution and a red dot indicates an unstable solution. The left plot is a three-dimensional plot of \( X_0 \), the distance from \( z = 0 \) to the peak of the pulse, \( X_1 \), the distance from the peak of the pulse to the end of the domain, and the domain length L. The right plot shows a two-dimensional projection comparing the domain length and the pulse separation distance. If you take a vertical line of the right plot, for example at \( L=12 \), this would tell you there are four double pulse solutions switching in stability each time as the distance between the pulses increases.

![Figure 6.9: Bifurcation plots of stability of double pulse solutions](image)

Briefly, we can also investigate the stability of three-pulse solutions. For three-pulses, there are two spectral eigenvalues to keep track of that are moving through zero. If the pulses are equidistant from each other, this eigenvalue is the same or equivalently, \( s_0 \) has a multiplicity of two. Figure 6.10 shows the change in stability of the equidistant three-pulse
solution for the fourth-order dispersion case (left), second-order dispersion case (middle), and a specific example of a non-equidistant stable triple pulse solution found.

Figure 6.10: Three-pulse stability in a ring

Further investigation could be done in the three-pulse stability in a ring but based on preliminary numerical experiments, there does appear to exist stable non-equidistant multipulse solutions. These states, in a broader sense to all multi-pulse solutions, exist and are stable. For the three-pulse case, it is a product of two stable double pulse solutions. Therefore, for multi-pulse solutions, there could exist a stable non-equidistant state that is simply the sum of the stable non-equidistant double pulse states. As the the number of pulses considered in a ring increases, so does the number of spectral eigenvalues moving through the origin. For example, for a three-pulse solution, there are two eigenvalues passing through zero and switching stability. Generally, an n-pulse solution has n-1 spectral eigenvalues potentially switching stability thus increasing the complexity of finding stable multi-pulse solutions with varying pulse separation distances.

In various fields such as optics and signal processing, the power spectrum of intensity is often analyzed to understand the frequency composition of a signal or phenomena. Hence, the power spectrum of stable multi-pulse solutions in a ring is shown to see the spectral properties of the pulse dynamics (figure 6.11). Mathematically, the power spectrum is computed by taking the squared modulus of the fourier transform of the electric field E:

\[ P(k) = |\mathcal{F}(E(T, z))|^2 \]  

(6.2)
where $k$ is the frequency and $\mathcal{F}$ is the fourier transform operator. These results match with those shown in experiments of PQS [12].

Figure 6.11: Stable equidistant multi-pulse solutions of the quartic LLE (left) and their corresponding power spectrum (right)

In conclusion, the interaction of multi-pulses in a ring lead to interesting dynamics that have applications in optical communications, spectroscopy, and more. Some novel dynamics for the quartic LLE are shown for a discrete family of double pulse solutions that exist for varying domain length and whose stability alternates as the inter-pulse separation distance
increases. These results could be used as a baseline to extend to the case of multi-pulses in a ring. Finally, the power spectrum of equidistant stable multi-pulses is shown as this has applications to frequency metrology.
Solitons, or solitary waves that maintain their shape and structure while traversing through a medium, stand as remarkable phenomena with countless applications, particularly in the realm of optics. Their emergence is intricately tied to the balance between nonlinear and dispersive effects. This indeed lies our focus: exploring the world of higher-order dispersion, particularly the dominance of fourth-order dispersion, within nonlinear laser systems. Engineered solitons with higher-order dispersion hold promise for generating ultra-short, high-energy pulses, holding potential with far-reaching implications across diverse domains including frequency comb generation, telecommunications, and beyond. Leveraging the quartic Lugiato-Lefever Equation (LLE) serves as a mathematical model, offering a glimpse into the sophisticated dynamics of Pure Quartic Solitons (PQS) inside an optical cavity.

Initially, we describe the existence and stability of Continuous Wave (CW) solutions within the quartic LLE framework. These solutions serve as a baseline upon which further analyses are built. Delving deeper, we examine the spatial dynamics underpinning coherent structures, identifying key regions within the parameter space where these structures may manifest. We find this exhibits more intricate dynamics compared to their second-order dispersion counterparts indicating increased opportunities for the generation of coherent structures across the parameter space. It would be interesting to expand these studies for higher-order dispersion in the LLE, including sixth and eighth-order dispersion to examine the increased complexity of the spatial dynamics and the potential of the generation of pulses.
By doing numerical explorations, we provide investigations of coherent structures within the quartic LLE setting. Yet, amidst the observations of our numerical findings, the need for further statistical analysis looms large. There is a necessity to ascertain the robustness and validity of our numerical solutions. It would also be intriguing to quantify different ways to control the number of pulses generated from noise. This could lead to the investigation of other kinds of dynamics exhibited by the quartic LLE.

The interaction of solitary waves is an important consideration for many applications. Using the theory laid out by the spatial eigenvalues, we are able to uncover a discrete set of double pulse solutions under specific parameter regimes. This revelation sheds light on the complex interplay between pulses within the quartic LLE framework, offering glimpses into the structure of nonlinear wave interactions. This is further investigated in the focus of ring cavities. This yields novel insights into the dynamics of pulse interactions within the quartic LLE. It was demonstrated that a set of double pulse solutions for varying domain sizes gives rise to a pitchfork bifurcation of stable and unstable double pulse solutions whose dynamics are leveraged through pulse separation distances. These findings, show the intricate nature of the quartic LLE, revealing a complexity that is vastly different than its second-order dispersion counterpart.

Although not considered in this report, there has been some work in studying pure quartic solitons in other experimental settings. Indeed in [4], the Raman effect is considered with the effects of higher order dispersion. They report the numerical observation of PQS in Kerr microresonators and are investigated using a combined approach of numerics and analytics. As mentioned in the first section, for pulses with short pulse width, the energy of PQS are much higher than the conventional case of quadratic dispersion. In micro-cavities, the material stimulated Raman scattering is non-negligible due to these high-energy, ultrashort pulses. The investigation of Raman PQS is thus considered in [25]. In the presence of Raman, these homogeneous, stationary solutions are the same but the stability analysis is far more
complicated and could potentially require complicated analytical methods to provide more accurate results. In any case, the effects of higher-order dispersion or of Raman, all involve studying the evolution dynamics originating from the background state. However, the spatial dynamics and emergence of coherent structures when including the Raman term which could lead to more interesting dynamics.

In conclusion, the exploration of fourth-order dispersion within the framework of the Lugiato-Lefever Equation (LLE) has unveiled valuable insights of phenomena encompassing soliton generation, interaction, and dynamic behavior in nonlinear optical systems. Through theoretical analysis and numerical simulations, this research has illuminated the intricate balance between nonlinear effects and higher-order dispersion, shedding light on the emergence and stability of coherent structures of PQSs within an optical cavity. Moving forward, continued exploration into the interplay of higher-order dispersion and nonlinear effects promises to uncover further complexities and opportunities for advancing the field of nonlinear optics, paving the way for innovative technologies and applications in photonics.
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