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Hydrogen bonding is one of the most important topics in chemistry and has been a

subject of many studies for years, using both experimental techniques and computational

methods. My dissertation focuses on mechanistic studies of various types of intermolecu-

lar and intramolecular hydrogen bonding in different systems based on quantum chemical

calculations.

In my work, I investigated the interplay of ring puckering and hydrogen bonding in DNA

building blocks; hydrogen bonding in natural and unnatural base pairs and the nature of

dihydrogen bonding by applying the Ring Puckering Analysis and the Local Vibrational

Mode Theory (LVM). An additional aim of my research included a new approach to study

chemical reactions and the formation of CN bonds in Titan’s atmosphere by utilizing the

Unified Reaction Valley Approach (URVA). New comprehensive insights into the reaction

mechanisms were obtained via the analysis of the curving of the reaction path traced out on

the potential energy surface.
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Chapter 1

INTRODUCTION

1.1. Overview

This dissertation summarizes my projects during the four years of my study in the Com-

putational and Theoretical Chemistry Group here at SMU. I have been exposed to various

theoretical and computational tools in the CATCO research group to address a diverse array

of problems in the chemistry research. My research focuses on: a) Ring Puckering Analysis)

b) Local Vibrational Mode Theory (LVM), and c) Unified Reaction Valley Approach (URVA);

all were developed by the CATCO group. Ring Puckering analysis provides puckering coor-

dinates to describe geometry of ring puckering and pseudorotation. LVM provides the local

stretching force constant which represents a physically meaningful measurement of chemical

bond strength. URVA provides a comprehensive analysis of a reaction mechanism based on

Reaction Path Hamiltonian. The details are described in Chapter 2.

This advancement have been used to cast light in the following projects: i) Interplay of

Ring Puckering and Hydrogen Bonding in DNA Building Blocks, ii) Hydrogen Bonding in

Natural and Unnatural Base Pairs, iii) A New Approach to Study Chemical Reactions in

Titan Atmosphere, and iv) The Nature of Dihydrogen Bonds.

1.2. General Introduction

A Deoxyribonucleoside is a type of building blocks of DNA including a purine or pyrimi-

dine base bonded to deoxyribose ring. They are important for the synthesis of anti can-

cer drugs, [1–3] and the development of polymerase chain reactions with deoxyribonu-

cleotides [4–6]. The 2’-deoxycytidine (Cytosine), dC, (b) 2’-deoxyadenosine (Adenine), dA,

(c) Thymidine (Thymine), dT, (d) 2’-deoxyguanosine (Guanine), dG are the different types
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of deoxyribonucleoside. Most studies were focused on influence of the intramolecular hy-

drogen bonds on the conformational of deoxyribonucleosides [7–12]. But the possibility of

studying ring puckering effects on the formation of internal hydrogen bonding and vise versa

had not previously been fully explored because of difficulties in describing both the puckering

coordinates of a deoxyribose ring [13]. In my work, I was focused on the relationship between

ring puckering and hydrogen bonding. The details are described in Chapter 3.

Hydrogen bonds play crucial role in chemical interactions in biological systems [14–20],

for example in the natural base pairs (NBPs) known as Watson-Crick base pairs [21–23]

specific hydrogen-bonding patterns shows the specific genetic information. In the nature

base pairs selectivity is very exclusive although it is one of the greatest mysteries. Also, long

standing research has been devoted to creating and designing other base pairs to expand

the genetic alphabet of DNA, by introducing "unnatural" base pairs (UBPs) to increase

nucleic acid functionalities and creation living organism [24–33]. In this connection our work

is a thorough quantum-chemical analysis of hydrogen bonding in a diverse set of 36 (UBPs)

and 3 (NBPs) and also analysis of the strength of hydrogen bonds for four Watson–Crick

base pairs embedded in DNA environment using the QM/MM approach. This study aims

to cast light on importance of hydrogen bonding in base pairs selectively and different types

of hydrogen bonds in UBPs and NBPs using a comprehensive quantum chemistry tools as

it described in computational section.. The details are described in Chapter 4.

Deoxycytidine is one of the building blocks of DNA that is vital for all living organisms

and even plants [4, 34–37]. It consist of three major components: a sugar ring, a phos-

phate group and a nitrogenous base and joined together by intermolecular hydrogen bonds.

The study of the hydrogen bonds between DNA unit has long been a topic of significant

investigation [12, 38–41]. However, only a few studies have been devoted to evaluate the

intramolecular hydrogen bonds within a deoxyribonucleotide. The investigation of these in-

tramolecular hydrogen bonds in the case of deoxyribonucleotides is very complicated, there

are numerous intramolecular hydrogen bonds [N···H···O] and [C···H···O] between phosphate
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group and nitrogenous base as well as sugar ring . In this situation this is quite reasonable

that the orientation of the phosphate group and nitrogenous base with respect to the sugar

ring can determine the the formation and existence of those hydrogen bonds which is also

concerns the equilibrium conformation of deoxyribonucleotides.. The details are described

in Chapter 7.

Ion-molecule reactions, are binary collisions of ions (positive or negative) with neutral

molecules resulting in chemical reactions, in which at least one chemical bond is ruptured

or one new chemical bond is formed. This is the definition of ion-molecule reactions in

a narrow but rather conventional sense. The increasing interest in ion-molecule reactions

during recent years was undoubtedly motivated by their importance in basic chemistry and

physics, but a considerable part of the motivation also stemmed from the fact that detailed

knowledge of ion-molecule reactions is required in many fields, such as the physics of the

upper atmosphere of the earth and other planets, radiation chemistry, ion-lasers, flames and

electrical discharges Understanding the mechanism of elementary chemical reactions that

initiate ion processing in Titan’s atmosphere, analyze the role of the charge transfer and

associated changes in C-N bond formation are goals of this work. See Chapter 5 for details.

In recent years, another very intriguing intermolecular interaction has been discovered,

where the two atoms directly involved in the interaction are hydrogens. This interaction was

called by Richardson [42] a dihydrogen bond interaction, and it describes attraction between

hydridic (H��) and protonic (H�+) hydrogen atoms, where the hydridic atom acts as an elec-

tron donor, whereas the protonic atom represents a proton donor of the interaction, similar

as in a conventional hydrogen bond. Interaction energies of dihydrogen bonds are generally

between 1 and 7 kcal/mol, and because of similarity, dihydrogen bonds are often treated as

a subclass of hydrogen bond interactions [43]. The nature of dihydrogen bonds is mostly of

the electrostatic origin [43–46], although in stronger dihydrogen bonds a contribution from

electronic interactions can be found [43, 47–49]. Therefore in my study I characterized the

nature of different dihydrogen bonds, starting from weak interactions of the electrostatic

3



origin and ending with strong interactions showing a covalent character. See Chapter 6 for

details.
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Chapter 2

COMPUTATIONAL METHODS

2.1. Local Vibrational Modes

The normal vibrational modes (3N-L) of an N-atomic molecule has all important molecule's

electronic structure and therefore, should be well suited as a measure of bond strength. How-

ever, in systems larger than diatomic molecules, the normal vibrational modes cannot assess

bond strength because it is difficult to decode this information into individual atom-atom

interactions. These modes are delocalized because of electronic and mass mode–mode cou-

pling. [50–53] Dieter Cremer and Zoran Konkoli have developed an approach to localize

vibrational motions to isolate the frequency of a given internal coordinate (qn) by decou-

pling normal modes, including puckering coordinate, bond angle (✓), bond length (r), and

dihedral (�). [54–59] The fundamental aspect was to derive constants of local stretching

force from local vibrational modes (LVMs), free of any mode-mode coupling, which would

then serve as a direct measure of a chemical bond's intrinsic strength. In the Wilson equa-

tion's mass–decoupled analog, the mass–coupling was solved [54] that gives an LVM free of

any mode–mode coupling. [58] LVM was used soon after its initial formulation in 1997 to

measure the chemical bond's intrinsic strength. [60–63] Each LVM is associated with a qn

corresponded to a local mode force constant (ka) and a local mode frequency (!a) . There

is a unique, direct, and vibrational spectroscopy-based relationship between the local mode

force constant and a bond's intrinsic strength. [64] In 2012, Wenli Zou et al. demonstrated a

one–to–one relationship between a non–redundant set of local vibrational modes and normal

vibrational modes by an adiabatic connection scheme (ACS) known as the foundation for

the decomposition of normal modes into local mode contributions (CNM), leading to a basic

physical foundation for LVM. [65–67] As such, it resulted in a detailed analysis of a vibrational
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spectrum from a computational and measurement point of view. [56,57] The new theory was

off and running at this point, which is applied to several chemical systems with both non-

covalent and covalent interactions (NCI).Thus, LVM analysis has advanced as a powerful

analytical tool and ever since has been extensively applied to a broad range of chemical

systems covering both covalent bonds [64, 68–79] and in particular, weak chemical interac-

tions including hydrogen bond, [65, 80–87] halogen bond, [88–93] pnicogen bond, [67, 94, 95]

chalcogen bond, [78, 96, 97] tetrel bond, [98] and atom-⇡ interactions. [99, 100] LVM analy-

sis was performed for the investigation of the hydrogen bonds strength in our projects. In

my projects the bond strength assessment was simplified [73, 75] by converting ka to bond

strength order (BSO n) with the extended Badger [73,75,101] and two reference bonds:

BSO n = a (ka) b (2.1)

The constants a and b in Eq. (2.1) were determined via Eq. (2.2) where for hydrogen

bonds n = 1 for the FH bond and n = 0.5 for the FH bond in [F···H···F]� anion were

used [83], leading to a = 0.515 and b = 0.291, and two reference values and the requirement

that for a zero force constant the BSO n is zero.

BSOn(scaled) = 0.515(ka)0.291 (2.2)

According to Eq. (2.1) the OH bond in H2O has a BSO n value of = 0.966. Therefore, we

scaled the reference values, so that the BSO n of the OH bond in H2O is 1.

2.2. Unified Reaction Valley Approach

Reaction path hamiltonian (RPH) approach [102] by Miller, Handy, and Adams describe

a chemical reaction within a specific region on the potential energy surface (PES), i.e. re-

action valley, which starts at the transition state (TS) and ends at the PES minima from

forward (products) and reverse (reactants) directions. The majority applications of RPH

has been applied in the calculation of the dynamics of a chemical reaction, rate constant and

6



tunneling coefficients. [103,104] Unified Reaction Valley Approach (URVA ) provide in-depth

mechanistic information about a chemical reaction by focusing on the curving of the reaction

path. [105–109] URVA can measure electronic structural changes along the reaction path as

shown by the normal vibrational changes, leading to changed mode–mode coupling between

translational and vibrational motions of the reacting complex. These effects together high-

light the reaction path scalar curvature (s) changes (s refers to an arc length of reaction

path. [110] Significant changes in (s) relate to the most significant electronic and structural

changes, including bond cleavage, formation, charge polarization and transfer, rehybridiza-

tion, etc for curvature maxima. And curvature minima is related to minimal chemical change

which are known as hidden intermediates [61, 75, 111, 112]. Also, reaction phase defines the

region surrounding by two curvature minima containing a curvature peak. [107, 111] To de-

termine which bonds break, form, stretch, and compress, the scalar curvature can also be

decomposed into internal coordinate components qn. [110] Positive contributions qn to (s)

demonstrates that a particular chemical event is supported by a given component, whereas

negative contributions to ((s)) demonstrates a resistant nature. URVA has revealed new

mechanistic insight for hundreds of reactions, including the Claisen rearrangement of choris-

mate performed in the gas phase, water solution, and protein [85], cycloaddition of ethylene

or acetylene to 1,3–dipoles; [113, 114] �–hydride elimination in Au(II) and Au(III) com-

plexes; [115] and Au(I) assisted [3,3]-sigmatropic rearrangement of allyl acetate. [116] In my

research, each point along the reaction path characterize by its distance from the transition

state (TS) given by the arc length s (s = 0 at the TS, with negative values in the entrance

channel, s < 0, and positive values in the exit channel, s > 0). The maxima and minima

of the curvature profile represents the significant chemical information. Curvature minima

could be a representative of hidden intermediates and hidden TSs, which can become real

after suitable changes of the substitution patterns or environmental conditions and we use

the minima to determine the different phases of reaction. The curvature maxima corre-

spond to locations where chemical events take place such as bond formation and cleavage,

charge transfer, charge polarization, and rehybridization. So that each chemical reaction has
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a uniquely pattern of curvature maxima and minima with a different number of reaction

phases.

2.3. Ring Puckering Analysis

Configurational space is defined by 3N-6 internal parameters that completely describe the

geometry of the molecule. But it is difficult to describe the puckered N-membered ring motion

via internal coordinate or Cartesian coordinate. In 1972, Altona and Sundaralingam [13]

introduced a procedure describing both the puckering angle and puckering amplitude of

a five-membered ring via torsional angles. However, the definition of the ring puckering

amplitude expressed via an angle does not allow the appropriate description of the ring

pseudo-rotation process. In this process, the maximum puckering amplitude is rotating

around the edge of the ring without raising a substantial potential energy change. Such a

movement can be best described with a puckering amplitude defined as displacement from a

reference. Cremer and Pople [117] proposed to use N-3 puckering coordinates for extending

a puckered N-membered ring conformational space. For odd-membered rings, it is possible

to divide the N-3 puckering coordinates into pairs of pseudo-rotational coordinates {qm,

�m} (m = 2, 3, ... N-3) and for even-membered rings, an additional puckering amplitude

qN/2 that would describe ring inversion. The mth puckering mode's ring puckering degree

is represented by the puckering amplitude qm. The ring puckering mode is defined by the

puckering angle �m. [118, 119] Proposed by Cremer and Pople, the plane of the planar ring

can apply to functioning as a mean plane as reference. The N-3 puckering coordinate pairs

qm, �m can help determine the out-of-plane coordinates zj that describe the displacement

perpendicular to the mean plane [117, 118, 120–122]. Despite the Infinite number of ring

conformations placed on a pseudorotation cycle for deoxyribonucleosides’ sugar ring, it is

sufficient to investigate a representative number of conformations. Referring to previous

research on description of tetrahydrofuran, [123] which is an comparable model to the five-

membered sugar ring in deoxyribose, a subset of 20 ring conformations were optimized using

a mixed set of puckering and internal coordinates. Fig. 2.1, illustrates 10 envelope (E) forms
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located at�2 = (0 + k ⇥ 360)/10 (for k = 0,1,2,...,9), and 10 twist forms located at �2 = (18

+ k ⇥ 360)/10 (for k = 0,1,2,...,9). A dashed line is used to represent the internal H-bonds

between the base and CH2OH group of the sugar ring. The ring atom lying above the mean

plane is superscripted in front of the conformational symbol E/T. On the other hand, if the

ring atom lies below the mean plane, it is subscripted below the symbol E/T. Since the entire

studied deoxyribonucleosides in this research have C1 symmetry, it can be concluded that

the conformational energy surface (CES) should also have C1 symmetry.

The application of ring puckering coordinates yields two main advantages. [124, 125] At

first, it is the optimization phase during which, for any given value of q2 and �2 , sugar

ring’s geometry is optimized, despite the possible lacking a stationary point on the CES. A

Cartesian or internal coordinates based description of the ring would not make this possi-

ble. [126] A mixed set of puckering coordinates and internal/Cartesian coordinates for the

substituents can apply to specifically identifying any conformer located on the CES for sub-

stituted ring systems such as deoxyribonucleosides. Besides, it is possible to gain physically

meaningful pseudo-rotation path as a function of two. The expression of any property P

of a puckered ring including geometry, magnetic properties, energy, dipole moment, charge

distribution, and vibrational frequencies as a Fourier series of the puckering coordinates is

the other advantage. In my research, in order to obtain the most stable and global minimum

of each deoxyribonucleosides, the optimization calculations were performed using Cartizen

coordinates and utilizing the !B97X-D functional [127,128] and Pople’s 6-31++G(d,p) basis

set [129–132]. To the best accuracy considerations, tight convergence criteria, (SCF iter-

ations: 10�10 Hartree and geometry optimizations: 10�7 Hartree/Bohr) were used and an

ultra-fine grid was applied for the DFT numerical integration. [133]. Then for finding the

starting point of the pseudo-rotation path, and obtaining the related phase angle �2 and the

puckering amplitude q2 the RING Puckering program [134] for the puckering analysis was

utilized. From this point 20 conformers were calculated by constrained optimizations with

fixing phase angle �2 in increments of 18� to determine the pseudo-rotation path. For the

constrained optimizations a mixture of internal coordinates for the substituents and puck-
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Figure 2.1: Pseudo-rotational cycle (�2 = 0� ! 360�) of the deoxyribonucleoside sugar-ring
represented by 20 conformers, (10 envelope (E) forms, �2 = (0 + k · 360)/10 and 10 twist
(T) forms �2 = (18 + k · 360)/10, where k = 0, 1, 2, ..., 9). The planar form is located at
the center, (q2 = 0 Å). The symbol B represents the base of the deoxyribonucleoside. The
dash line indicates the internal H-bond between the base and the CH2OH substituent of the
sugar ring.
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ering coordinates for deoxyribose ring was used in the same computational model. In order

to verify each structure as a minima (no imaginary frequencies) on the CES the frequency

calculations were performed. To calculate the CESs, the same constrained optimization for

each fixed �2 and specific q2 (0.1Å, 0.2Å, 0.3Å and 0.4Å) which is leading to 80 data points

on each CES.
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Chapter 3

HYDROGEN BONDING IN DEOXYRIBONUCLEOSIDES

3.1. Background

The results of this work are published in Ref. 87 (Appendix A), therefore here a short

overview is given.

The aim of this publication was to combine the Cremer-Pople Ring Puckering Analysis

[117, 123, 126, 134–137] and the LVM of Konkoli and Cremer, [54–58] to investigate the

relationship between ring puckering and hydrogen bonding. The conformational energy

surface (CES) for the 2’-deoxycytidine (Cytosine), dC, 2’-deoxyadenosine (Adenine), dA,

Thymidine (Thymine), dT, and 2’-deoxyguanosine (Guanine), dG (Figure 3.1) were mapped

to determine the pseudo-rotation path, conformational energy, the puckering amplitude, and

the hydrogen bond properties such as distance and bond strength change along the pseudo-

rotation path of deoxyribose ring to investigate the relationship between these two essential

structural features.
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Figure 3.1: Deoxyribonucleosides investigated in this work, (a) 2’-deoxycytidine (Cyto-
sine), dC, (b) 2’-deoxyadenosine (Adenine), dA, (c) Thymidine (Thymine), dT, (d) 2’-
deoxyguanosine (Guanine), dG. The red dash line indicates the internal hydrogen bond
between the base and the CH2OH substituent of the sugar ring.
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3.2. Results and Discussion

The findings show that due to the deoxyribose ring inversion the pseudo-rotation paths on

the CESs is an incomplete open curve for all four deoxyribonucleosides. A global and a local

minimum separated by a transition state were found on each pseudo-rotation path. Also, the

elimination of the hydrogen bond doesn’t poses the sugar ring’s full conformational flexibility.

The dominant role played by ring puckering determines the conformational flexibility of

the deoxyribonucleosides. The largest puckering amplitude poses the lower conformational

energy since the largest and smallest puckering amplitude occurs in the global minimum

and the transition region respectively. While no direct correlation between conformational

energy and hydrogen bond strength could be found.

The shortest and longest hydrogen bonds were found at the beginning and ending points

of the pseudo-rotation paths while, the longest and weakest hydrogen bonds were located

in the local minimum region. By applying the Cremer-Kraka criterion of covalent bonding

[138–140], I found that the hydrogen bonds belong to the purine bases have more covalent

character than pyrimidine bases.

Via two geometrical parameters defining the rotation of the substituents perpendicular

to the sugar ring and their tilting relative to the ring center, I showed how the reciprocal

orientation of the CH2OH group and the base affects hydrogen bond formation. Rotation

is more important for H-bond formation, as per these analysis and findings. Greater delo-

calization energies for the purine bases corresponded to stronger hydrogen bonds according

evacuation of the effect of the lone pair’s hydrogen bond acceptor through the energy of

delocalization.
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3.3. Summary

In summary, in this study the Cremer-Pople ring puckering analysis and the Konkoli-

Cremer local mode analysis supported by the topological analysis of the electron density

were applied to systematically analyze for the first time the interplay between deoxyri-

bose ring puckering and the intramolecular H-bonding in 2’-deoxycytidine (Cytosine), dC,

2’-deoxyadenosine (Adenine), dA, Thymidine (Thymine), dT, and 2’-deoxyguanosine (Gua-

nine), dG. Using Cremer-Pople puckering coordinates the CES for any substituted ring

system such as a deoxyribonucleoside can be determined in analytical form and a physically

meaningful pseudo-rotation path is obtained. Local mode force constants are a unique mea-

sure of bond strength and leads to the following significant outcome : We found for all four

deoxyribonucleosides incomplete pseudorotation paths on the CESs caused by ring inversion.

The pseudorotation path is not a closed circle but an open curve. There are two major fac-

tors determining the conformational flexibility of the deoxyribonucleosides, ring puckering

and internal H-bonding. Our work showed that ring puckering plays the dominant role. We

found a direct correlation between H-bond strength and H-bond length. Longest and weak-

est H-bonds were found in the local minimum region for all deoxyribonucleosides, whereas

shortest and strongest H-bonds were found outside both the global minimum region. This

analysis can be applied to the bigger system, the DNA building blocks deoxyribonucleotides,

which possess a more complex internal H-bonding pattern caused by the phosphate group.

This work is published in The Journal of Physical Chemistry A (2019) 123:7087–7103

titled:

The Interplay of Ring Puckering and Hydrogen Bonding in Deoxyribonucleosides (see Ap-

pendix A).

15



Chapter 4

HYDROGEN BONDING IN NATURAL AND UNNATURAL BASE PAIRS

4.1. Background

The results of this work were published in Ref. 141 (Appendix B), therefore here a short

overview is given.

Investigation of Hydrogen bond (HB) is one of the most rapidly growing areas in scientific

research due to its significance in material science, organic and inorganic chemistry, biochem-

istry, and molecular medicine [142–145]. One of the most crucial chemical interactions in

biological systems is the HB [14–20].

The storage of genetic information is based on the specific hydrogen-bonding patterns of

the natural base pairs (NBPs) known as Watson-Crick base pairs. [21–23]. Despite the fact

that base pairs were demonstrated such exclusive selectivity in the nature, it remains one

of the greatest mysteries. Also, long standing research has been carried out to design other

base pairs to expand the genetic alphabet of DNA, by introducing "unnatural" base pairs

(UBPs) to increase nucleic acid functionalities and creation living organism [24–33]. Our

work aims to analysis HBs in NBPs and UBPs systematically at the quantum chemical

level to investigate if their HBs differences.

To obtain these, we analyzed 3 NBPs and 31 UBPs pairs, suggested by Brovarets and

co-workers [38] also, in order to have every possible pairing we chose 5 more UBPs pairs [146]

which do not include C–H· · ·O/N bonds, as shown in Figure 4.1. We combined the Konkoli

- Cremer local mode analysis [54–58] and complemented this investigation with an analysis

of the electron density.
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Figure 4.1: some of the Investigated Base Pairs. (Key: A = Adenine, T = Thymine, C
= Cytosine, G = Guanine, U = Uracil , H = Hypoxanthine. Different HB was indicated
by different color : N–H· · ·N = Black, N–H· · ·O = Orange, C–H· · ·O = Pink, C–H· · ·N =
Green, O–H· · ·O = Blue, O–H· · ·N = Red)

4.2. Results and Discussion

Our finding shows a similar range of hydrogen bonds strength for both UBPs and NBPs

based on our analysis, central [N-H···N] bond was found to be strongest hydrogen bond.

However, the type of donor and acceptor atom has an important role in base selectivity.

NBPs are stabilized by [N-H···N] bond, [N-H···O] bond and [C-H···O] bond, while our results

for UBPs showed the in addition of those hydrogen bonds, there are possibility of [O-H···O]

bond, [O-H···N] bond and [C-H···N] bond.

Also, hydrogen bonds for two important NBPs , AT and two GC embedded in DNA

based on combined quantum mechanical - molecular mechanical (QM/MM) calculations and

then compared with results form calculations of these base pairs obtained in the gas phase.

The [N-H···N] bond is found to be strongest hydrogen bonds in both type of base pairs,

and [C-H···O] bond has crucial role in structure stabilization. It was found that the DNA

environment increases the strength of the central [N-H···N] bond and the [C-H···O] bond,

17



however it decreases the strength of the [N-H···O] bond in the AT base pairs which is one

of the important bases to form DNA in nature.

Figure 4.2: The QM/MM optimized geometry of the AT base pair in DNA

18



4.3. Summary

In summary, our study shows that the hydrogen bonding in Watson–Crick base pairs is

not exceptionally strong and the hydrogen bond strength of unnatural base pairs fall in the

same range as natural Watson–Crick base pairs. N-H···N bond, N-H···O bond and C-H···O

bond are common between Both NBPs and UBPs while O-H···O bonds, O-H···N bonds and

C-H···N bonds were observed only in UBPs. However, for base selectivity to recognize their

match bases, the pattern of donor and acceptor in HB is important. According BSO n val-

ues, the N-H···N bond and C-H···O bond are the strongest and weakest bond in both NBPs

and UBPs respectively. N-H···N is the most favorable hydrogen bonding and O-H···O bonds,

O-H···N bonds are the less favorable. Non-classical weak hydrogen bonding found to have an

important role in base pairs stabilization. Our research indicates that in natural base pairs,

not only the intermolecular hydrogen bond strength, but also the combination of classical and

non-classical hydrogen bonds plays a significant role, which should be replicated in the de-

velopment of new promising unnatural base pair candidates. The bioengineering community

now has an efficient design tool to analyze and evaluate the type and strength of hydrogen

bonding in artificial base pairs, according to our local mode analysis, which was described

and tested in this paper. Also, according our previous projects by applying Cremer-Pople

ring puckering analysis we can expand this study to analysis the different structure of DNA,

A and B, where there is a combination of phosphate group, sugar ring and nitrogenous bases.

By applying theses significant quantum toolboxes (ring puckering and local mode analysis),

such this project could cast light on the best form of sugar pucker (with respect to global

minima) in both A and B conformation of DNA, different types of intramolecular hydrogen

bonds involving in both A and B conformation of DNA and intermolecular hydrogen bonds

in their Watson-Crick nucleic acid bases. This study was published in Molecules (2021) 26

titled:

Hydrogen Bonding in Natural and Unnatural Base Pairs - Explored with Vibrational Spec-

troscopy (see Appendix B).
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Chapter 5

ON THE FORMATION OF CN BONDS IN TITAN’S ATMOSPHERE

5.1. Background

The results of this study has been submitted to the Journal of Molecular Modeling.

Therefore here a short overview is given. (Appendix C). According to high-pressure mass

spectrometry experiments combined with computational studies N+(3P ) then reacts with

CH4 to HCNH+ [147]. The actual formation of CH2NH2
+ and the appearance of HCNH+

and CHNH+
2 along this path is not understood yet. Figure 5.1 shows the eight reactions

which have been investigated in this work. And three main routes which lead to CH2NH2
+

and starting from CH3NH+. Reaction 1 (R1) shows the formation of the triplet CH3NH+

via a Van der Waals complex (CH4 + 3N+) tends to be triggered by the N+(3P ) into a C-H

bond with a small energy barrier which will be discussed later. The first path is through

hydrogen atom migration via reaction 2 (R2), reaction 3 (R3), reaction 4 (R4), and reaction

8 (R8). The second path is through hydrogen atom migration follows by reaction 5 (R5),

reaction 6 (R6), then reaction 8 (R8). But the third path is an intersystem crossing from

the triplet CH3NH+ to the unstable form of singlet CH3NH+ which is made possible by

spin-orbit coupling. Then the singlet CH3NH+ through a downhill reaction 7 (R7) leads to

the reaction 8 (R8).

From the reaction between CH4 (1) and N+(3P ) (2) three different path-ways for the

synthesis of HCNH+ (7) and CH2NH2 (4S) result (see Figure 5.1). In this work we investigate

these three pathways. Path 1 includes the re-actions R2, R3, R4, and R8, Path 2 includes

reactions R5, R6, and R8. In addition to these two paths we also consider Path 3 which starts

from the singlet state of CH3NH+ (3S), resulting from intersystem crossing of the triplet state

CH3NH+ (3T) , and includes reactions R7 and R8. The main focus of this study is to explore
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the detailed mechanism of the formation of HCNH+ (7) and CH2NH2 (4S) using the Unified

Reaction Valley Approach (URVA) [38] and to quantitatively assess and compare the strength

of the CN bonds formed in these reactions through local vibrational mode analysis [39]. Our

results will give new insights into these extraterrestrial reactions to help better understand

prebiotic processes as well as develop guidelines for future investigations involving areas of

complex interstellar chemistry.
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Figure 5.1: Reaction pathways investigated in this work.
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5.2. Results and Discussion

In this work we investigated the formation of protonated hydrogen cyanide HCNH+

(7) and methylene amine cation CH2NH2
+ (4S) from three different pathways which stem

from the interaction between CH4 (1) and N+(3P ) (2). Our URVA studies could provide

a comprehensive overview on bond formation/cleavage processes relevant to the specific

mechanism of eight reactions R1 - R8 that occur across the three pathways. In addition

we could explain the formation of CH2NH2
+ and the appearance of HCNH+ and CHNH2

along these paths. Although only smaller molecules are involved these in reactions including

isomerzation, hydrogen atom abstraction and hydrogen molecule capture, we found a number

of interesting features, such as roaming in reaction R3 or the primary interaction of H2 with

the carbon atom in 7 in reaction R8 followed by migrating of one of the H2 hydrogen atoms

to the nitrogen, which is more cost effective than breaking the HH bond first; a feature

often found in catalysis. In all cases, charge transfer between carbon and nitrogen could be

identified as a driving force for the CN bond formation. Among the three possible pathways,

the path via the singlet potential energy surface is the shortest and therefore, most favorable

path for the formation of 7 and 4.
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5.3. Summary

In summary, our study shows the large potential of both, URVA and LMA to shed new

light into these extraterrestrial reactions to help better understand prebiotic processes as

well as develop guidelines for future investigations involving areas of complex interstellar

chemistry. In particular the formation of CN bonds as a precursor to the extraterrestrial

formation of amino acids will be the focus of future investigations. Our new analysis could

help to predict the possibility of reactions in planets atmosphere which could lead to discovery

of new species. Recently, NASA scientists discovered cyclopropenylidene or C3H2 [148] in

Titan’s atmosphere and they need to know the chemical reactions that lead to this complex

to form.

This study has been submitted to the Journal of Molecular Modeling. (2021) titled:

On the formation of CN bonds in Titan’s atmosphere - A Unified Reaction Valley Approach

study (see Appendix C).
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Chapter 6

DIHYDROGEN BONDING - VIBRATIONAL SPECTROSCOPY

6.1. Background

The complete results of this study are drafted in the Appendix refapp:E, therefore here a

short overview is given. Herein, we calculate the vibrational force constants of the adiabatic

stretching modes of the molecular systems shown in Scheme 6.1. The focus of our study was

to introduce a quantitative bond strength measure based on the local vibrational mode anal-

ysis (LMA), originally introduced by Konkoli and Cremer. [54–58] paired with Weinhold’s

Natural Bond Orbital (NBO) population analysis [149–151] and Bader’s Quantum Theory

of Atoms-In-Molecules (QTAIM) analysis [152–155]. Figure 6.1 shows some of the set of

DHB complexes investigated in this complex (ordered into eight specific groups) providing a

broad spectrum of DHBs, ranging from weak interactions of electrostatic origin and to strong

interactions with covalent character. We also reassessed the proposed DHB interaction in

aromatic hydrocarbons such as phenanthrene, dibenz[a]anthracene, and biphenyl [49,156] in

which both hydrogen atoms involved are equally charged.
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Group I: Inter and intramolecular DHB complexes XHδ+ Hδ-Y

C
H

H
H

H
H Li C

H

F
H
H Li

H

C

H

F
H
F Li

HLiC2 LiC3LiC1

LiHHCN
LiC4

Li
H

HN

O

LiN1

LiHHCCH
LiC5

LiHHCCF
LiC6

Li
HHNC

LiN2

Li

HH

OH

LiO
C

H

H
H

H

H Na

NaC1

C

H

F
H
H Na

HNaC2

C

H

F
H
F Na

HNaC3

NaHHCN
NaC4

NaHHCCH
NaC5

NaHHCCF
NaC6

Na
H

HN
O

NaN

Na

HH

OH

NaO
BeHHCN H

BeC1
BeHHCCH H

BeC2

BeC3

BeHHCCF H N
H

H
H

H Be H
H

BeN1
N

F
H

F

H Be H
F

BeN2
N

O
H H Be H

H

BeN3

BeHHNC
H

BeN4
O

H
H

H

H Be H
BeO1

O
H

H

Cl
H Be H

BeO2
O

Cl
H

Cl
H Be H

BeO3

OH
HH

H Be Be H

BO4
Be

HHF

H

BeF

Be
HHCl

H

BeCl
C

H
C

C B H
H H

H

H
H
H

BC1

C
H

C

C B H
H H

H

H

H H

H
H

BC2
C H

H
B H

H
HN

H
B H

H
H

H
C H

H
H

BC3 BC4
C

H
C

N B H
H H

H

H
H

BN1 C
H

C

N B H
H H

H

H
H
H

BN2

C
H

C

N B H
H H

H

H

H H

H

BN3 C
H

C

N B H
H H

H

H

H H

H
H

BN4

H
B

H
H

H
N

H

H

H
BN5

C
H

C

O B H
H H

H

H

BO1 C
H

C

O B H
H H

H

H

H H
BO2

C
H

C

S B H
H H

H

H

BS1 C
H

C

S B H
H H

H

H

H H
BS2

H
B

H

H
H

HF

BF

H
N

H

H
H

SiN H
Si

H
H

H

(a)

Group V: Aromatic compounds

Group VI: H3
+(H2)n clusters

Reference compounds

H H

Ar1

HH H H

Ar2 Ar3

H
H

H
H H

H
H

H3

H3
H2 H1

H2

H2
H1

H2

H2 H2

H2
H1 H1

H2

H2

H2 H2P H3P H4P H5P H6P
H3

H3

H2 H2
H1

H3
H3

H7P

H1
H1

H1H2

H2

H2

H2

H2

H2
H9P

O
H H
H2O

O
H HH3O

HN
H HNH4

H

H
N

H HNH3
H

H
C

H

H
HCH4

HLi
LiH

HBeH
BeH

HBeBeH
BeBe

FH
HF

HNa
NaH

H
B

H

H
HBH4

ClH
HCl

H
AlH
H

AlH3

H
Al

H

H
H

AlH4

H
GaH

H
GaH3

H
Si

H

H
H

SiH4

HKrH
KrH

HArF
ArF

HKrF
KrF

O
H Cl
HOCl2

Cl
O

Cl H
HOCl

H

H
C
H

F
H

CHF

F
C
H

F
H

CHF2

H
C
H

O
H

CHOH

F
C
F

O
F

CFO
H

FeH PH3

Fe
H3P

H3P
PH3

H
H

NCH
HCN

CNH
HNC

HCCH
C2H2

NO
HHNO

H
NO
HH2NO

FCCH
C2HF

(b)

Figure 6.1: Sketches of molecular systems investigated in this study.
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6.2. Results and Discussion

In this study we analyzed the strength of a dihydrogen bond by utilizing local vibration

modes, local mode frequency shifts and the covalent character of the dihydrogen bond via the

Cremer-Kraka criterion for covalent bonding. According the BSO n values for the DHBs, the

protonic and hydridic H-bonds as well as the correlation between local mode force constants

ka(Protonic) and ka(Hydridic), ka(DHB) and ka(Protonic) and ka(DHB) and ka(Hydridic),

the values range from 0.14 (FeF2) to 0.41 (BeO4) which is in the same range as we previously

found for HBs (BSO n=0.135, N-H· · ·F; BSO n=0.33, N-H· · ·N). The protonic H-bonds (i.e.,

donor part) ranging from 0.49 for BeO3 to 0.99 for CF, close to the FH reference (BSO

n=1) are stronger than their hydridic counter parts with BSO n=0.41 for NaO and 0.86

for Ar3, respectively. We did not find correlation between ka(Protonic) and ka(Hydridic)

but here is a tendency that that weaker protonic H-bonds correspond to stronger DHBs, e.g.

BeO3 whereas stronger protonic H-bonds correspond to weaker DHBs, reflecting that the

donor bond transfers electron density to the DHB. According to the Cremer-Kraka criterion

for covalent bonding, the Hc/⇢c values range from covalent, Hc/⇢c= -0.6 [Hartree/electron]

to electrostatic Hc/⇢c= 0.2 (Hartree /electron) which matches the range of Hc/⇢c values -0.6

to 0.3 (Hartree/electron) for the HBs investigated in our previous work, [81], disproving the

assumption that DHBs are generally more electrostatic than their HB counterparts. Also,

we did not find direct correlation between the difference �q of protonic and hydridic H-atom

NBO charges, which shows that differences in the atomic charges of protonic and hydridic

H-atom cannot be used as direct measure for the strength of these complex interaction.

6.3. Summary

The bond orders of the dihydrogen interaction was obtained in our investigation, by using

the theory of adiabatic internal vibrational modes, which provides a reliable characteristic of

a bond strength. At the time of submitting this dissertation (July 23th, 2021) the manuscript

is under preparation and will be submitted to the Molecules at the earliest. Draft is presented

in Appendix E .
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Chapter 7

PUCKERING AND HYDROGEN BONDING IN DEOXYRIBONUCLEOTIDES

7.1. Background

The complete results of this study are presented in (Appendix D), therefore here a short

overview is given. We used in this work as efficient tool a combination of the Cremer-Pople

Ring Puckering Analysis [117,123,126,134–137] and the local mode analysis of Konkoli and

Creme (LVM) of Konkoli and Cremer, [54–58] to determine the CES and pseudo-rotation

path and the location of the global on the CES for the Deoxycytidine monophosphate

(dCMP (Figure 7.1) which is a deoxyribonucleotides, and one of the four monomers that

make up DNA [?]), in order to answering the following questions:

1. How the conformational energy, the puckering amplitude change along the pseudoro-

tation path of sugar ring?

2. How the intramolecular H-bonds change along the pseudorotation path of sugar ring?

Is there any connection?

3. What type of H-bonds contribution is possible between phosphate group and nitroge-

nous base and sugar ring?

4. Compare with our previous work [87], Deoxyribonucleosides to understand the role of

phosphate group?
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Figure 7.1: Deoxycytidine structure investigated in this work. Numbering in C1 and C2 is
just for distinguishing between the C–H· · ·O bond of phosphate group with ribose ring and
nitrogenous base respectively.

7.2. CESs and pseudo-rotation (pseudo-libration) path

The pseudo-rotation paths on the corresponding CES of the dCMP is shown in Figure

7.2. We found negative puckering amplitudes on the pseudo-rotation paths in the range of �2

= 0 to 162� indicating a ring inversion. While in the case of deoxyribonucleosides we found

negative puckering amplitudes in the range of �2 = 108 to 270� which is longer path. But

similar to the deoxyribonucleosides the pseudo-rotation path is an incomplete open curve,

which we made as pseudo-libration path. Global minimum was identified in the �2 = 270
�, �E = 0.28 kcal/mol on the pseudo-rotation path (Figure 7.2). At the beginning of path

where �2 = 180.0� with the highest energy (�E = 11.96 kcal/mol) respect to the planar

form, right after this point the conformer undergoes a complete rotation as shown in Figure

7.2.
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Figure 7.2: Conformational Energy Surfaces (CESs) and pseudo-rotation path of dCMP.
At the center of CES, the planar deoxyribose ring form is located. The corresponding energy
is used as reference. The X axe shows the magnitude of puckering amplitude q2 in Å. The
labels around CES circle denote the value of the phase angle �2 in Degree. The solid blue
line indicates the pseudo-rotation path. The color bar represents the energy on the CES in
kcal/mol relative to the planar form; yellow to red regions: location of conformers higher in
energy than the planar form; green to blue regions: location of conformers lower in energy
than the planar form. Calculated at the !B97X-D/6-31++G(d,p) level of theory.

7.3. Summary

For the first time, the Cremer-Pople ring puckering analysis and the Konkoli-Cremer lo-

cal mode analysis, accompanied by topological analysis of the electron density, were used to

systematically investigate the interplay between deoxyribose ring puckering and intramolec-

ular H-bonding in Deoxycytidine (dCMP). Our work has led to the following conclusions:
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We found incomplete pseudo-rotation paths on the CESs caused by ring inversion for

dCMP, similar to deoxyribonucleosides in our previous study [87] where we we coined an

open curve pseudo-rotation path as pseudo-libration. But due to the phosphate group,

there are more H-bonds, which shortens the pseudo-libration path. Also, on the pseudo-

libration paths a global minimum in the range of �2 = 270- 288� could be identified but

not a local minimum or transition state. Our work showed that ring puckering plays the

dominant role on determining the conformational flexibility of dCMP among two major

factors (ring puckering and internal H-bonding). The largest puckering amplitude q2 =

0.408 Åoccurs in the �2 = 270 � which is the global minimum region. This suggests that the

lower the conformational energy, the larger the puckering amplitude, which is consistent with

our previous work [87]. We found three H-bonds (O–H· · ·O bond and two C–H· · ·O bond

which occurs between phosphate group with ribose ring and nitrogenous base of dCMP),

then quantitatively assessed the H-bonds strength along the pseudo-rotation paths via bond

strength orders BSO n derived from local vibrational force constants. The number of H-

bonds decreases along the pseudo-rotation path, from three at the start to two at the global

minimum and one at the end of the path. The O–H· · ·O bond between phosphate group and

OH group of deoxyribose ring, constantly present with increasing trend of strength along the

pseudo-rotation path but C1–H· · ·O bond just found in �2 = 180-234 �. We found a direct

correlation between H-bonds strength and H-bonds length for O–H· · ·O bond and C2–H· · ·O

bond but we did not find it in C1–H· · ·O. We found the shortest and strongest O–H· · ·O

bond and C2–H· · ·O bond at �2 = 324 � outside the global minimum region close to the end

point and �2 = 252� respectively. These results clearly reveal that H-bonding determines

the shape and length of the pseudo-libration paths.

This new analysis could be extended to different types of deoxyribonucleotides to under-

stand the influence of puric and pyrimidic bases on formation internal H-bonding.

At the time of submitting this dissertation (July 23th, 2021) the manuscript is under

preparation and will be submitted to the Journal of Physical Chemistry A at the earliest.

Draft is presented in Appendix D.
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ABSTRACT: The Cremer−Pople ring puckering analysis and
the Konkoli−Cremer local mode analysis supported by the
topological analysis of the electron density were applied for the
first comprehensive analysis of the interplay between deoxy-
ribose ring puckering and intramolecular H-bonding in 2′-
deoxycytidine, 2′-deoxyadenosine, 2′-deoxythymidine, and 2′-
deoxyguanosine. We mapped for each deoxyribonucleoside the
complete conformational energy surface and the corresponding
pseudorotation path. We found only incomplete pseudorotation
cycles, caused by ring inversion, which we coined as
pseudolibration paths. On each pseudolibration path a global
and a local minimum separated by a transition state were
identified. The investigation of H-bond free deoxyribonucleo-
side analogs revealed that removal of the H-bond does not restore the full conformational flexibility of the sugar ring. Our work
showed that ring puckering predominantly determines the conformational energy; the larger the puckering amplitude, the lower
the conformational energy. In contrast no direct correlation between conformational energy and H-bond strength was found.
The longest and weakest H-bonds are located in the local minimum region, whereas the shortest and strongest H-bonds are
located outside the global and local minimum regions at the turning points of the pseudolibration paths, i.e., H-bonding
determines the shape and length of the pseudolibration paths. In addition to the H-bond strength, we evaluated the covalent/
electrostatic character of the H-bonds applying the Cremer−Kraka criterion of covalent bonding. H-bonding in the puric bases
has a more covalent character whereas in the pyrimidic bases the H-bond character is more electrostatic. We investigated how
the mutual orientation of the CH2OH group and the base influences H-bond formation via two geometrical parameters
describing the rotation of the substituents perpendicular to the sugar ring and their tilting relative to the ring center. According
to our results, rotation is more important for H-bond formation. In addition we assessed the influence of the H-bond acceptor,
the lone pair (N, respectively O), via the delocalization energy. We found larger delocalization energies corresponding to
stronger H-bonds for the puric bases. The global minimum conformation of 2′-deoxyguanosine has the strongest H-bond of all
conformers investigated in this work with a bond strength of 0.436 which is even stronger than the H-bond in the water dimer
(0.360). The application of our new analysis to DNA deoxyribonucleotides and to unnatural base pairs, which have recently
drawn a lot of attention, is in progress.

■ INTRODUCTION

Deoxyribonucleosides and their analogs are important building
blocks for the synthesis of antiviral drugs and anticancer
agents,1−3 and the production of deoxyribonucleotides for
polymerase chain reactions.4−6 They can serve as biological
probes.7 Certain bacteria, e.g., the Gram-positive soil bacterium
Bacillus subtilis, can utilize deoxyribonucleosides via the
catabolic deoxyribonucleoside pathway as a sources of carbon
and energy.8 The reverse deoxyriboaldolase enzyme (DERA)9

can drive the deoxyribonucleoside synthesis showing great
promise for industrial-scale production of deoxyribonucleo-
sides.10,11 The DERA pathway has recently attracted a lot of
attention as a possible alternative to the production of

deoxyribonucleotides via ribonucleotide reductases
(RNRs).9,12 Therefore, understanding more about deoxyribo-
nucleosides and their synthesis via the DERA pathway offers an
important gateway to new mechanistic insights into this
pathway, which could help us to understand the suggested
DERA production of deoxyribonucleotides shedding more light
onto the origin of DNA.12 One important ingredient along this
route is to understand the conformational flexibility of
deoxyribonucleosides, which is determined by a complex
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interplay of ring puckering of the deoxyribose sugar ring and
intramolecular hydrogen bonding (H-bonding). So far,
conformational studies of deoxyribonucleosides have focused
mostly on either the ring puckering or the H-bonding aspect. In
1972, Altona and Sundaralingam13 introduced a procedure
describing both the puckering angle and puckering amplitude of
a five-membered ring via torsional angles. However, the
definition of the ring puckering amplitude expressed via an
angle does not allow the appropriate description of the ring
pseudorotation process. In this process, the maximum puckering
amplitude is rotating around the edge of the ring without raising
a substantial potential energy change. Such a movement can be
best described with a puckering amplitude defined as displace-
ment from a reference. Ring puckering and pseudorotation of
nucleosides based on the Altona and Sundaralingam approach
were able to describe the molecular properties of specific
deoxyribose sugar ring conformations; however, they failed to
describe the changes of molecular properties along the
pseudorotation path in a smooth form.2,14−17 Other studies
focused on the influence of the intramolecular hydrogen bonds
(H-bond)s on the conformational of deoxyribonucleo-
sides.18−23 They investigated predominantly the internal H-
bonds between the base and the CH2OH group of the sugar ring.
Other internal H-bonds resulting from a rotation of the base unit
were not considered in a systematic fashion. Studies of the
correlation between ring puckering and H-bonding have been
rarely reported, even when the conformational energy surface
(CES) was explored,24 or when global reactivity parameters
were derived.2

Therefore, the way that deoxyribose ring puckering affects the
formation of internal H-bonding and vice versa is not fully
understood yet. To understand the driving force of the
conformational flexibility of deoxyribonucleosides it is impor-
tant (i) to quantitatively assess both, ring puckering and H-
bonding, and (ii) to investigate the relationship between these
two essential structural features. We used in this work as an
efficient tool a combination of the Cremer−Pople ring puckering
analysis25−30 and the local mode analysis of Konkoli and
Cremer,31−34 which describes the conformational process at
the quantum mechanical level. In particular, the following
objectives were included in our study:

• To exploit the CES, to determine the pseudorotation path
and the location of the global and local minima on the
CES for the deoxyribonucleosides dC, dA, dT, and dG;
see Figure 1.

• To investigate how the conformational energy, the
puckering amplitude, and the H-bond properties such as
distance and bond strength change along the pseudor-
otation path of deoxyribose ring and how these changes
are connected; as an important step to understand the
interplay between sugar ring puckering and H-bonding.

• Tomonitor the change of the covalent character of the H-
bonds along the pseudorotation path via the topological
analysis of the electron density.

The paper is structured in the following way. In the second
section the methods used in this work are described as well as
computational details. The third section presents the results and
discussion. Conclusions and an outlook are made in the final
section.

■ METHODOLOGIES
In this section, the important tools applied in this work are
introduced, the Cremer−Pople ring puckering analysis,25−30 the
local mode analysis of Konkoli and Cremer,31−34 and the
topological analysis of the electron density ρ(r) via Bader’s
quantum theory of atoms in molecules (QTAIM) approach.35,36

Then the computational details of this study are described.
Cremer−Pople Ring Puckering Analysis. Cremer and

Pople25 suggested to span the conformational space of a
puckered N-membered ring with N − 3 puckering coordinates.
The N − 3 puckering coordinates can be split up into pairs of
pseudorotational coordinates {qm, ϕm} (m = 2, 3, ..., N − 3) for
odd-membered rings and an additional puckering amplitude
qN/2 describing ring inversion for even-membered rings. The
puckering amplitude qm describes the degree of ring puckering of
the mth puckering mode. The puckering angle ϕm defines ring
puckering mode.37,38 Cremer and Pople25 introduced a mean
plane as reference, e.g. the plane of the planar ring. The out-of-
plane coordinates zj, describing the displacement perpendicular
to the mean plane can be determined by the N − 3 puckering
coordinate pairs {qm, ϕm}.

25,37,39−41 For a five-membered ring
with ring atoms j = 1, ..., 5, the out-of-plane displacements zj for
any ring conformation are given by eq 1:25,42
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where the displacement zj coordinates are normalized according
to

Figure 1. Deoxyribonucleosides investigated in this work: (a) 2′-
deoxycytidine (cytosine), dC, (b) 2′-deoxyadenosine (adenine), dA,
(c) thymidine (thymine), dT, (d) 2′-deoxyguanosine (guanine), dG.
The red dashed line indicates the internal H-bond between the base and
the CH2OH substituent of the sugar ring.

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.9b05452
J. Phys. Chem. A 2019, 123, 7087−7103

7088



z q
j

j
1

5
2

2
2� =

= (2)

Using puckering coordinates, the full set of 3N − 6
independent Cartesian coordinates of any puckered N-
membered ring can be uniquely determined viaN− 3 puckering
coordinates (q and ϕ), N − 3 bond angles, and N bond lengths.
Besides the out-of-plane displacement zj, the displacements in
the perpendicular xj and yj directions can also be specified. First,
the zj coordinates are calculated according to eq 1 (or similar
formulas for N > 5);39,42 then, the N bond lengths and N − 3
bond angles are projected onto the mean plane of the ring.
Finally, the projected ring is partitioned into segments, for which
the displacements xj and yj are calculated according to a
procedure described by Cremer.25

Although there is an infinite number of ring conformations
located on a pseudorotation cycle for the sugar ring of
deoxyribonucleosides, it is sufficient to investigate a representa-
tive number of conformations, as shown in Figure 2. Referring to
previous work on description of tetrahydrofuran,42 which is an
analog to the five-membered sugar ring in deoxyribose, a subset
of 20 ring conformations were optimized using a mixed set of
puckering and internal coordinates. As shown in Figure 2, there

are 10 envelope (E) forms located atϕ2 = (0 + 360k)/10 (for k =
0, 1, 2, ..., 9) and 10 twist forms located at ϕ2 = (18 + 360k)/10
(for k = 0, 1, 2, ..., 9). The internal H-bonds between the base
and CH2OH group of the sugar ring are indicated by a dashed
line. The ring atom, which lies above the mean plane, is noted in
front of the conformational symbol E/T as superscript, whereas
a ring atom, which lies below the mean plane, is noted after the
symbol E/T as subscript. All deoxyribonucleosides considered
in this work possess C1 symmetry; therefore, the CES must also
have C1 symmetry.
There are two major advantages of using ring puckering

coordinates.43,44 First, the geometry of the sugar ring for any
given value of q2 and ϕ2 can be optimized, even if this
conformation does not occupy a stationary point on the CES.
This would not be feasible by a description of the ring with
Cartesian or internal coordinates.30 For substituted ring systems
such as deoxyribonucleosides, any conformer located on the
CES can be uniquely described by a mixed set of puckering
coordinates for the ring and internal/Cartesian coordinates for
the substituents, and a physically meaningful pseudorotation
path as a function of ϕ2 can be obtained. The second advantage
is that any property P of a puckered ring, such as energy,
geometry, dipole moment, charge distribution, vibrational
frequencies, or magnetic properties, can be expressed as a

Figure 2. Pseudorotational cycle (ϕ2 = 0°→ 360°) of the deoxyribonucleoside sugar-ring represented by 20 conformers, (10 envelope (E) forms,ϕ2 =
(0 + 360k)/10 and 10 twist (T) forms ϕ2 = (18 + 360k)/10, where k = 0, 1, 2, ..., 9). The planar form is located at the center (q2 = 0 Å). The symbol B
represents the base of the deoxyribonucleoside. The dashed line indicates the internal H-bond between the base and the CH2OH substituent of the
sugar ring.
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Fourier series of the puckering coordinates. In the case of a five-
membered ring, P takes the following general form:42

P q P q k P q k( , ) ( )cos( ) ( )sin( )
k

k
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k
s

2 2
0

2 2 2 2�� � �= [ + ]
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where the Fourier coefficients Pkc and Pks are in turn expressed as
power series in the puckering amplitude q2:

42
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Depending on the symmetry of the ring, eq 3 can be simplified
by selecting trigonometric terms. Because the puckering
amplitude as well as the coefficients Pkl change independent of
the phase angle ϕ2, the puckering amplitude q2 the Fourier
coefficients can be treated as normal coefficients for further
simplification. Thus, the property P can be expressed as a pure
function of ϕ2, which also holds for the change of a property P
along the pseudorotation path. For C1 symmetric systems eq 3
can be simplified to eq 5, which was applied in this work:

P A k B k( ) ( cos( ) sin( ))
k

k k2
0

2 2�� � �= +
=

�

(5)

which according to the C1 symmetry of the deoxyribonucleo-
sides dC, dA, dT, and dG, investigated in this work leads to
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Experimentally, for a free or slightly hindered pseudorotor
molecule, only a property ⟨P⟩ averaged over all pseudorotational
modes can be measured. Focusing exclusively on the large
amplitude pseudorotational mode of the ring, the calculated
property ⟨P⟩ averaged over the pseudorotational motion can be
determined, once the functional form of eq 6 is known,
according to42

P P( ) ( ) d
b

a

2 2� � � � �� � =
(7)

where a and b are the boundary of pseudorotation. If a≠ 2π and
b ≠ 0, the pseudorotation is incomplete, which we call
pseudolibration in reference to physics calling an incomplete
rotation a libration.
The conformational probability distribution ρ(ϕ2) can be

defined as a Boltzmann distribution:
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where V(ϕ2) is the electronic potential energy of the conformer
at ϕ2 on the pseudorotation path and V(0) is the electronic
potential energy of planar form. The conformational probability
distribution ρ(ϕ2) can be treated as a property P and, therefore,
can be defined using eq 9:

C C i D j( ) cos( ) sin( )
i

i
j

j2 0
1

2
1

2

L
N
MMMMMMM \

^
]]]]]]]� �� � � �= + +

=

�

=

�

(9)

The conformational probability distribution ρ(ϕ2) reflects the
most likely conformers of a puckered ring on the CES.
Local Mode Analysis. The normal (3N − L) vibrational

modes of anN atomic molecule (L is the number of translational

and rotational motions of the molecule) contain important
electronic structure information and, therefore, should be well
suited as a measure of bond strength. However, it is difficult to
decode this information into individual atom−atom interactions
(e.g., those resulting in bonding) because normal vibrational
modes are generally delocalized due to the coupling of the
motions of the atoms within the molecule. There are two
different coupling mechanisms between vibrational modes as a
consequence of the fact that there is a kinetic and a potential
contribution to the energy of a vibrational mode, as reflected in
the corresponding Euler−Lagrange equations L(q, q̇) for a
vibrating molecule given by eq 10 in internal coordinates q:31−34

� �hhhhhhhhhhh �hhhhhhhhhhh � �hhhhhhhhh �hhhhhhhhh
L q q q G q q F q( , ) 1

2
1
2

q1

mass coupling electronic coupling

� = � � � �† � †

(10)

The electronic coupling between the vibrational modes is
reflected by the off-diagonal elements of the force constant
matrix Fq. By solving the Euler−Lagrange equations for a
vibrating molecule, the basic equation of vibrational spectros-
copy, e.g. the Wilson equation,45 is obtained:

F D G Dq 1 �= � (11)

with the diagonal matrixΛ collecting the vibrational eigenvalues
λμ = 4π2c2ωμ, where ωμ represents the harmonic vibrational
frequency of mode dμ given in reciprocal centimeters, c is the
speed of light, and μ = (1···N − L). Solution of eq 11, e.g.
diagonalizing the Wilson equation leads to the diagonal force
constant K given in normal coordinates Q which is free of
electronic coupling:

K D F Dq= † (12)

Kinematic coupling or mass coupling is still present when the
electronic coupling is eliminated by solving theWilson equation.
In 1998, Konkoli and Cremer31−34 determined for the first time
local, mass-decoupled vibrational modes ai directly from normal
vibrational modes dμ by solving the mass-decoupled Euler−
Lagrange equations. The subscript i specifies an internal
coordinate qi and the local mode is expressed in terms of
normal coordinatesQ associated with force constant matrixK of
eq 12. Konkoli and Cremer showed that this is equivalent to
requiring an adiabatic relaxation of the molecule after enforcing
a local displacement of atoms by changing a specific internal
coordinate as, e.g., a bond length (leading parameter principle).31

The local modes are unique and the local counterparts of the
normal vibrational modes. They can be based on either
calculated or experimentally determined vibrational frequencies
via31−34,46−48

a
K d

d K di
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i i
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� †
(13)

To each local mode ai a corresponding local mode frequency
ωi

a, local mode mass Gi,i
a , and a local force constant kia can be

defined.31 The local mode frequencies can be uniquely
connected to the normal-mode frequencies via an adiabatic
connection scheme.33,34 The local mode frequencyωi

a is defined
by
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and the corresponding local mode force constant kia by
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k a Kai
a

i i= †
(15)

Local mode force constants, contrary to normal mode force
constants, have the advantage of being independent of the
choice of the coordinates used to describe the molecule in
question and in contrast to vibrational frequencies they are
independent of the atomic masses. They are extremely sensitive
to differences in the electronic structure (e.g., caused by
changing a substituent), and they capture only electronic effects
directly associated with the intrinsic strength of the atom−atom
interaction leading to a chemical bond as recently shown by Zou
and Cremer.49 Therefore, the local vibrational force constants
provide a unique tool for assessing the strength of a chemical
bond via vibrational spectroscopy, which has recently been
applied to characterize strong and weak covalent bonds,49−55 for
the definition of new electronic parameters such as the
generalized Tolman parameter56−58 or a new aromaticity
index.48,59−61 In particular, weak chemical interactions including
hydrogen, halogen, and pnicogen bonding were quantitatively
assessed for the first time.62−74

In this work, we have used the local H-bond stretching
frequenciesωa and the local stretching force constants ka for the
characterization of the strength of the intramolecular H-bonds
of the deoxyribonucleosides dC, dA, dT, and dG.
It is convenient to base the comparison of the bond strength

of a series of molecules on a bond strength order (BSO) n rather
than on a comparison for local force constant values. Both are
connected via a power relationship according to the generalized
Badger rule derived by Cremer and co-workers:52,75

n a kBSO ( )a b= (16)

The constants a and b in eq 16 can be determined via two
reference values and the requirement that for a zero force
constant the BSO n is zero. For H-bonds, n = 1 for the FH bond
and n = 0.5 for the FH bond in the [F···H···F]− anion were
used,68 leading to a = 0.515 and b = 0.291, (calculated at the
ωB97X-D/6-31++G(d,p) level of theory). According to eq 16
the OH bond in H2O has a BSO n value of = 0.966. Therefore,
we scaled the reference values, so that the BSO n of theOHbond
in H2O is 1.

QTAIM and NBO Analysis. Bader’s quantum theory of
atoms in molecules (QTAIM) presents the theoretical frame-
work for identifying and characterizing chemical bonds and
weak chemical interactions via the study of the topological
features of the total electron density ρ(r).76,77 In this work we
usedQTAIM as a complementary tool to the local mode analysis
to determine the covalent/electrostatic character of internal the
H-bonds via the Cremer−Kraka criterion78,79 of covalent
bonding. According to this criterion a covalent bond between
two atoms A and B is defined by the following two conditions:
(i) Necessary condition The existence of a bond path and bond
critical point rc = c between A and B. (ii) Suf f icient conditionThe
energy densityH(rc) =Hc is smaller than zero.H(r) is defined as

H G Vr r r( ) ( ) ( )= + (17)

whereG(r) is the kinetic energy density andV(r) is the potential
energy density. The negative V(r) corresponds to a stabilizing
accumulation of density whereas the positive G(r) corresponds
to depletion of electron density.79 As a result, the sign of Hc
indicates which term is dominant.80 If Hc < 0, the interaction is
considered covalent in nature, whereas Hc > 0 is indicative of
electrostatic interactions.
We complemented theQTAIM analysis with the natural bond

orbital (NBO) of Weinhold and co-workers81,82 in order to
obtain further insights into the intermolecular orbital
interactions, particularly the charge transfer from the nitro-
gen/oxygen lone pair to the adjacent σ* of the O−H moiety
stabilizing the H-bond. Within the NBO framework the
delocalization energy ΔEdel(HB) associated with the electron
delocalization between the nitrogen/oxygen lone pair (donor)
and the σ* of O−H moiety (acceptor) can be estimated via the
charge transfer from the localized (donor) Lewis-type orbital
(L) into the empty (acceptor) non-Lewis orbital (NL)83,84

E E
q F

(HB)
(L, NL)2

del
L

2

NL L
= � = � � � (18)

where qL is the orbital and ϵNL are the diagonal elements of the
NBOFockmatrix corresponding to orbital energies of the donor
orbital L and acceptor orbital NL, and F(L, NL) is the off-

Figure 3. Illustration of the 20 representative path points for each of the four deoxyribonucleosides (a) dC, (b) dA, (c) dT, and (d) dG calculated by
constrained optimizations using a fixed phase angle ϕ2 and increments of 18°, e.g. ϕ2 = 0, 18, 36, ..., 342°.
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Table 1. Energies, Geometries, Vibrational, and Electron Density Data for Deoxyribonucleosides dA, dG, dC, and dT along
Their Pseudolibration Pathsa

ϕ2
[deg] q2 [Å] ΔE [kcal/mol] ΔG [kcal/mol]

R(HB)
[Å]

ka(HB)
[mdyn/Å]

ωa(HB)
[1/cm]

BSO n
(HB)

ΔEdel(HB)
[kcal/mol]

ωμ(ωa, no., %)
[1/cm]

ρc
[e/ Å3]

Hc
[Hartree/

Å3]
Hc/ρc

[Hartree/e]

dA
270 0.256 −0.11(4.64) −0.99(3.73) 1.866 0.226 638 0.372 20.4 130(5, 51.8) 0.232 −0.003 −0.011
288 0.304 −1.31(3.44) −1.91(2.81) 1.909 0.152 524 0.353 18.7 130(5, 30.0),

114(4, 29.6)
0.211 −0.001 −0.006

306 0.272 −1.49(3.26) −2.33(2.40) 1.969 0.138 499 0.330 15.4 112(4, 72.8) 0.185 −0.001 −0.005
324 0.214 −1.24(3.51) −2.27(2.45) 1.971 0.144 510 0.329 15.6 106(4, 83.7) 0.184 −0.001 −0.004
342 0.173 −1.17(3.58) −1.04(3.68) 1.951 0.156 531 0.337 17.2 100(4, 89.9) 0.192 −0.001 −0.004
0 0.165 −1.31(3.43) −1.17(3.56) 1.941 0.151 523 0.341 18.2 97(4, 90.5) 0.197 −0.001 −0.004
18 0.186 −1.67(3.08) −1.41(3.31) 1.948 0.159 536 0.338 18.2 99(4, 92.2) 0.194 −0.001 −0.003
36 0.234 −2.39(2.36) −1.97(2.75) 1.959 0.164 544 0.333 17.9 100(4, 89.8) 0.190 −0.001 −0.004
54 0.291 −3.53(1.22) −3.96(0.76) 1.945 0.135 493 0.339 19 98(4, 47.9), 76.3

(3, 27.9)
0.196 −0.001 −0.005

72 0.325 −4.52(0.15) −4.64(0.09) 1.885 0.216 624 0.363 23.3 111(4, 38.7),
179(7, 28.5)

0.225 −0.002 −0.009

90 0.342 −4.68(0.07) −4.77(−0.05) 1.826 0.249 670 0.390 28.3 182(7, 64.7) 0.258 −0.005 −0.021
108 0.343 −3.69(1.05) −3.61(1.12) 1.784 0.326 767 0.409 32 194(7, 93.5) 0.285 −0.010 −0.034
126 0.326 −1.69(3.06) −2.66(2.06) 1.799 0.163 543 0.411 31 6(1, 74.4) 0.288 −0.011 −0.037

dG
270 0.267 −0.76(3.76) −1.40(3.49) 1.819 0.238 655 0.377 22.7 160(7, 45.6),

128(5, 23.8)
0.262 −0.007 −0.028

288 0.308 −2.22(2.31) −2.80(2.09) 1.862 0.187 581 0.351 20.7 162(7, 38.1),
118(4, 27.0)

0.239 −0.005 −0.020

306 0.28 −2.45(2.08) −3.53(1.36) 1.914 0.118 462 0.323 17.5 105(4, 46.0), 69
(3, 36.9)

0.212 −0.003 −0.014

324 0.23 −2.14(2.39) −4.94(−0.04) 1.917 0.138 498 0.321 17.8 101(4, 54.4) 0.209 −0.002 −0.011
342 0.191 −1.96(2.57) −1.73(3.17) 1.898 0.171 556 0.331 19.8 101(4, 83.0) 0.218 −0.002 −0.011
0 0.181 −2.00(2.53) −1.80(3.09) 1.882 0.155 528 0.340 21.6 94(4, 78.1) 0.226 −0.003 −0.011
18 0.199 −2.28(2.24) −1.90(3.00) 1.881 0.207 611 0.340 22.4 101(4, 85.4) 0.226 −0.002 −0.010
36 0.249 −2.95(1.58) −2.56(2.34) 1.895 0.162 541 0.333 22 6(4, 65.7) 0.219 −0.002 −0.009
54 0.306 −3.98(0.55) −4.09(0.81) 1.879 0.223 635 0.341 23.7 117(4, 47.2), 76

(3, 41.1)
0.228 −0.002 −0.011

72 0.336 −4.53(0.00) −4.91(−0.01) 1.827 0.229 644 0.372 28.3 75(3, 50.6) 0.257 −0.005 −0.020
90 0.334 −3.78(0.74) −3.99(0.91) 1.768 0.327 768 0.410 34.5 186(8, 48.3), 79

(3, 35.4)
0.296 −0.011 −0.039

108 0.304 −1.79(2.73) −2.09(2.81) 1.732 0.38 828 0.436 38.4 194(8, 41.1),
199(9, 27.3)

0.323 −0.019 −0.057

dC
252 0.112 −0.17(2.95) −1.73(1.36) 1.794 0.174 559 0.385 11.6 16(1, 56.9) 0.218 0.008 0.038
270 0.177 −0.85(2.27) −1.71(1.38) 1.824 0.193 588 0.368 10 122(5, 65.6) 0.205 0.006 0.032
288 0.228 −1.61(1.51) −1.96(1.13) 1.878 0.179 566 0.339 8 123(5, 73.3) 0.181 0.004 0.021
306 0.234 −1.85(1.27) −2.38(0.70) 1.934 0.117 457 0.312 6.5 108(4, 83.4) 0.160 0.002 0.011
324 0.201 −1.51(1.61) −2.21(0.88) 1.937 0.114 452 0.310 6.7 106(4, 93.4) 0.158 0.002 0.012
342 0.158 −1.12(2.00) −1.10(1.99) 1.895 0.167 546 0.331 8.2 106(4, 73.2) 0.172 0.004 0.023
0 0.139 −0.91(2.21) −0.63(2.46) 1.873 0.172 555 0.342 9.2 104(4, 79.0) 0.180 0.005 0.030
18 0.152 −0.87(2.26) −0.63(2.46) 1.869 0.171 553 0.344 9.5 104(4, 82.1) 0.182 0.006 0.031
36 0.215 −1.15(1.98) −0.79(2.30) 1.889 0.169 551 0.333 9 104(4, 89.9) 0.174 0.005 0.026
54 0.297 −2.13(0.99) −2.47(0.62) 1.887 0.166 545 0.334 9.2 106(4, 84.6) 0.175 0.004 0.025
72 0.34 −3.06(0.07) −3.08(0.01) 1.825 0.213 618 0.367 11.8 159(6, 40.6),

116(4, 33.9)
0.202 0.008 0.039

90 0.348 −2.72(0.40) −2.64(0.45) 1.764 0.298 731 0.402 15.3 185(8, 50.5) 0.231 0.012 0.050
108 0.319 −0.88(2.24) −1.35(1.74) 1.74 0.289 719 0.418 17.1 189(8, 91.1) 0.245 0.013 0.053

dT
270 0.19 −0.79 (3.10) −1.44 (2.31) 1.868 0.277 576 0.348 8.7 111(5, 34.4),

191(9, 21.1)
0.214 0.009 0.043

288 0.25 −1.80(2.08) −2.29(1.46) 1.933 0.113 451 0.321 7.1 110(5, 38.4), 94
(3, 34.5)

0.162 0.002 0.011

306 0.26 −2.24(1.65) −2.67(1.08) 2.016 0.092 405 0.290 5.4 106(4, 88.1) 0.135 0.000 0.001
324 0.228 −1.96(1.93) −2.62(1.13) 2.028 0.089 400 0.286 5.4 102(4, 89.8) 0.131 0.000 0.001
342 0.186 −1.58(2.31) −1.05(2.69) 1.982 0.111 446 0.303 7 102(4, 92.9) 0.143 0.001 0.007
0 0.17 −1.41(2.47) −1.05(2.69) 1.953 0.113 450 0.313 8.4 97(4, 92.3) 0.152 0.002 0.012
18 0.186 −1.48(2.41) −0.93(2.81) 1.948 0.127 476 0.316 9.3 100(4, 95.5) 0.153 0.002 0.014
36 0.244 −1.96(1.93) −1.74(2.01) 1.964 0.105 433 0.309 9.7 90(4, 94.5) 0.148 0.001 0.010
54 0.313 −3.05(0.84) −3.04(0.71) 1.947 0.137 496 0.316 11.1 104(4, 93.0) 0.154 0.002 0.011
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diagonal NBO Fock matrix element between the L and NL
orbitals. The NBO analysis was applied to all conformers located
on the pseudorotation paths to determine ΔEdel(HB) for all
internal H-bonds.
Computational Methods. All calculations were performed

with the ωB97X-D functional85,86 and Pople’s 6-31++G(d,p)
basis set.87−90 Tight convergence criteria were applied, (SCF
iterations 10−10 Hartree and geometry optimizations 10−7

Hartree/Bohr) and an ultrafine grid was used for the DFT
numerical integration.91 First, the most stable conformer for
each deoxyribonucleoside, e.g. the global minimum, was
determined by fully optimizing the structures derived from all
possibleH-bond combinations usingCartesian coordinates. The
pseudorotation path was then calculated in the following way. A
puckering analysis was performed for the global minimum to
obtain the corresponding phase angle ϕ2 and the puckering
amplitude q2. Starting from this phase angle 20 representative
path points were calculated by constrained optimizations with a
fixed phase angle ϕ2, modified in increments of 18° for e.g. ϕ2 =
0, 18, 36, ..., 342°, as shown in Figure 3 to determine the
pseudorotation path. For the constrained optimizations a mixed
set of internal coordinates for the substituents and puckering
coordinates for deoxyribose sugar ring was used.
Harmonic frequency calculations were carried out in each

case to confirm the optimized conformers located on the
pseudorotation path as minima (no imaginary frequency) or
transition states (one imaginary frequency). In this regard, the
pseudorotation path can be considered as a special reaction path
with the phase angle ϕ2 as reaction coordinate. For the lowest
energy conformers being located on the opposite site of global
minima, e.g. phase angles ϕ2 in the range of ≈300°, a full
geometry optimization was performed, to identify possible local
minima, which were found for all deoxyribonucleosides in this
range. For the highest energy conformers, e.g. phase angles ϕ2 in
the range of 330−18°, a full geometry optimization was
performed to identify the transition state (TS) for the
pseudorotation. The CESs were also mapped via constrained
optimizations. For each fixed phase angle ϕ2, the puckering
amplitudes q2 were constrained to four values, namely 0.1, 0.2,
0.3, and 0.4 Å, and the remainder of themolecule was optimized,
leading to 80 data points for each CES. For each conformer on
the pseudorotation path, a local mode analysis was performed
for the investigation of the H-bond strength. Delocalization
energies of the internal H-bonds were calculated for further
characterization.84 These energies reflect the delocalization of
lone-pair electrons from H-bond accept or to H-bond donor

The RING Puckering program26 was used for analysis of the
deoxyribose sugar ring conformations. For the geometry
optimizations and frequency calculations, a combination of the
RING Puckering program and the program package Gaus-
sian0992 was used. All local mode analyses calculations were
carried out with the program package COLOGNE2019.93 The
NBO calculations were carried out with NBO 6.94 The QTAIM
analysis was performed with the AIMALL software.95

■ RESULTS AND DISCUSSION
In Table 1, properties of the deoxyribonucleosides dC, dA, dT,
and dG calculated at different phase angles ϕ2 are listed. These
comprise the puckering amplitude q2, relative energy ΔE, and
free energy ΔG with regard to the planar form and the global
minimum, H-bond distance R(HB), force constant ka(HB),
local mode frequency ωa(HB), and bond strength order BSO
n(HB) as well the H-bond delocalization energyΔEdel(HB) and
the normal vibration mode(s) ωμ with the highest H-bond
contribution(s). Table 1 also contains the electron density ρc (e/
Å3) and the energy density Hc (Hartree/Å3) at the bond critical
point c. Table 2 summarizes H-bond properties of some

reference molecules. In Table 3, geometric features, including
R(HB), angles α1 and α2, and dihedral angles τ1 and τ2 between
the base and the CH2OH group forming the intramolecular H-
bond of the conformer with the strongest H-bond (ϕ2 = 108°),
and that with the weakest H-bond (ϕ2 = 324°) are summarized
for puckering amplitude values of 0.1, 0.2, 0.3, and 0.4 Å.

CESs and Pseudorotation (Pseudolibration) Paths.The
pseudorotation paths on the corresponding CESs of the

Table 1. continued

ϕ2
[deg] q2 [Å] ΔE [kcal/mol] ΔG [kcal/mol]

R(HB)
[Å]

ka(HB)
[mdyn/Å]

ωa(HB)
[1/cm]

BSO n
(HB)

ΔEdel(HB)
[kcal/mol]

ωμ(ωa, no., %)
[1/cm]

ρc
[e/ Å3]

Hc
[Hartree/

Å3]
Hc/ρc

[Hartree/e]

dT
72 0.35 −3.86(0.02) −3.82(−0.08) 1.873 0.188 580 0.346 14.8 108(4, 44.4),

151(6, 23.0)
0.182 0.005 0.026

90 0.353 −3.30(0.58) −3.17(0.58) 1.8 0.277 704 0.379 19.2 174(9, 93.1) 0.214 0.009 0.043
108 0.323 −1.24(2.65) −1.49(2.26) 1.77 0.314 750 0.394 20.5 191(9, 93.2) 0.230 0.011 0.048

aPhase angles ϕ2 are in degrees; puckering amplitudes q2 are in angstroms; ΔE and ΔG indicate relative energy and Gibbs free energy in
kilocalories per mole with respect to the planar form as reference, while the values in parentheses are relative to the global minimum as reference;
bond length values R(HB) are in angstroms; force constants ka are in millidyne per angstroms; vibrational frequencies ωa(HB) are in inverse
centimeters; ΔEdel(HB) gives the delocalization energy of lone-pair electrons from H-bond acceptor to H-bond donor in kilocalories per mole;
ωμ(ω

a, no., %) represents the decomposition of H-bond normal modes to local stretching mode, ωa is the vibrational frequency, no. is the name of
normal mode given in number, and the contribution of normal mode to H-bond local stretching mode is given in percentage; electron densities ρc
at the bond critical points are in electrons per cubic angstrom; energy densities Hc at the bond critical points are in Hartree per cubic angstrom;
energy densities per electron Hc/ρc are in Hartree per electron. Calculated at the ωB97X-D/6-31++G(d,p) level of theory.

Table 2. Properties of Hydrogen Bonded Reference
Complexes R1−R5a

molecule ka BSO n R(HB) ρc Hc Hc/ρc
R1 0.209 0.360 1.905 0.183 −0.001 −0.005
R2 0.214 0.362 1.895 0.176 0.002 0.012
R3 0.044 0.241 2.457 0.071 0.003 0.048
R4 0.116 0.309 1.981 0.162 −0.004 −0.027
R5 0.205 0.358 1.922 0.202 0.000 0.002

aForce constants ka are in millidyne per angstrom; H-bond lengths
R(HB) are in angstroms, ρc values are in electrons per cubic
angstrom; Hc values are in Hartree per cubic angstrom; energy
densities per electron Hc/ρc are in Hartree per electron. Reference
complexes R1−R5 are shown in Figure 9. Calculated at the ωB97X-
D/6-31++G(d,p) level of theory.
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deoxyribonucleosides dC, dA, dT, and dG are shown in Figure
4.We found on the pseudorotation paths of all deoxyribonucleo-
sides negative puckering amplitudes in the range of ϕ2 = 108 to
270° indicating a ring inversion. As an example, the ring
inversion for dT is shown in Figure 5 for conformer 1 (green
color) with ϕ2 = 108° and q2 = +0.323 Å and conformer 2 (red
color) withϕ2 = 144° and q2 =−0.228 Å. This inversion leads to
an incomplete pseudorotation, i.e. the pseudorotation path is
not a closed circle as expected (see Figure 2) but an open curve,
which we coined as pseudolibration path. As discussed in the
Supporting Information for dA as an example, the energies
beyond the ring inversion point are higher than the energy of the
planar form, and as such there is no longer a minimum energy
path on the CES. This suggests that when the deoxyribonucleo-
side reaches the end-point of the path (e.g., ring inversion point)
during a thermal motion, it prefers to return back to the
energetically lower part of CES via the pseudolibration path
instead of entering the high energy regions.

On each of the pseudolibration paths a global minimum in the
range of ϕ2 = 72−90° and a local minimum in the range of ϕ2 =
306° separated by a transition state in the range ofϕ2 = 18−342°
was identified, as shown in Figure 4. Energy differences ΔE
between the global and local minima are 3.24, 2.05, 1.26, and
1.65 kcal/mol, respectively for dA, dG, dC and dT; see also
Table 1. The puric bases (dA and dG) process somewhat larger
ΔE values compared to the pyrimidic bases (dC and dT) which
is also reflected by the fact that the former possess longer
pseudolibration paths, i.e., they are conformationally more
flexible. The transition states for the pseudolibration are located
at ϕ2 = 337.7°, 347.5°, 13.5°, and 4.7° for dA, dG, dC, and dT.
The corresponding pseudolibration barriers from the global
minimum to the local minimum are 3.59, 2.58, 2.26, and 2.48
kcal/mol for dA, dG, dC, and dT. The reverse barriers, e.g. from
local minimum to global minimum, are only 0.34, 0.53, 1, and
0.84 kcal/mol; see Table 1.

Table 3. Geometric Features of Conformers at ϕ2 = 108° (Region of Strongest H-Bonds) and ϕ2 = 324° (Region of Weakest H-
Bonds)a

q2 r(HB) α1 α2 τ1 τ2 ∑(α1, α2) Δ(τ1, τ2) ΔE
[Å] [Å] [deg] [deg] [deg] [deg] [deg] [deg] [kcal/mol]

dA
ϕ2 = 108° 0.1 1.800 23.9 32.2 54.8 −93.5 56.1 38.6 −0.76

0.2 1.784 21.9 36.4 55.7 −93.4 58.4 37.7 −2.25
0.3 1.783 20.3 40.0 56.8 −93.4 60.3 36.7 −3.52
0.4 1.787 18.7 42.9 57.0 −92.2 61.6 35.2 −3.34

ϕ2 = 324° 0.1 1.872 25.7 23.7 51.3 −89.1 49.4 37.8 −0.74
0.2 1.929 25.4 20.0 49.0 −86.5 45.4 37.5 −1.22
0.3 1.988 24.9 16.8 47.6 −85.3 41.8 37.7 −0.78
0.4 2.073 23.4 13.6 56.4 −85.6 36.9 29.2 1.21

dG
ϕ2 = 108° 0.1 1.747 23.2 30.9 64.3 −81.7 54.2 17.4 −0.23

0.2 1.732 21.4 35.4 64.6 −83.0 56.7 18.4 −1.15
0.3 1.732 19.7 39.2 65.2 −83.2 58.9 18.0 −1.79
0.4 1.735 18.0 42.3 65.4 −82.0 60.3 16.6 −0.85

ϕ2 = 324° 0.1 1.825 25.1 21.9 60.8 −77.1 47.0 16.3 −1.29
0.2 1.893 24.7 18.0 57.9 −75.7 42.7 17.8 −2.09
0.3 2.000 24.3 14.3 55.4 −76.0 38.6 20.6 −1.72
0.4 2.201 23.6 10.8 54.4 −77.9 34.3 23.5 0.50

dC
ϕ2 = 108° 0.1 1.759 23.6 30.9 63.6 −97.7 54.5 34.1 0.34

0.2 1.742 21.1 35.2 64.8 −97.9 56.4 33.1 −0.19
0.3 1.738 19.1 39.1 64.7 −97.8 58.2 33.1 −0.85
0.4 1.750 17.3 42.3 63.4 −97.1 59.5 33.6 −0.25

ϕ2 = 324° 0.1 1.837 25.5 22.9 59.9 −91.1 48.4 31.2 −1.04
0.2 1.937 24.8 19.5 58.6 −87.8 44.3 29.2 −1.51
0.3 2.128 23.8 16.4 58.2 −86.7 40.2 28.6 −0.91
0.4 2.672 22.1 12.9 62.7 −88.5 35.0 25.8 0.90

dT
ϕ2 = 108° 0.1 1.789 23.6 31.4 60.8 −98.3 55.0 37.5 0.20

0.2 1.773 21.2 35.6 62.1 −98.6 56.7 36.5 −0.45
0.3 1.768 19.2 39.3 61.5 −98.9 58.5 37.4 −1.20
0.4 1.779 17.5 42.4 60.3 −98.5 59.8 38.2 −0.65

ϕ2 = 324° 0.1 1.878 25.5 23.5 56.6 −92.2 49.1 35.6 −1.20
0.2 1.986 24.9 20.2 54.7 −89.2 45.1 34.5 −1.91
0.3 2.198 24.1 17.3 54.5 −88.0 41.3 33.5 −1.65
0.4 2.811 22.4 14.1 59.6 −89.7 36.5 30.1 −0.30

aϕ2 = 108° corresponds to the envelope form E4, and ϕ2 = 324° corresponds to the envelope form E5; see Figure 2.∑(α1, α2) is the sum of angles
α1 and α2. Δ(τ1, τ2) is the difference of |τ2| − τ1. ΔE is the conformational energy with regard to the planar form. Calculated at the ωB97X-D/6-31+
+G(d,p) level of theory.

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.9b05452
J. Phys. Chem. A 2019, 123, 7087−7103

7094



More detailed information is obtained by plotting changes of
ΔE, q2, R(HB), and BSO n(HB) as a function of ϕ2 as shown in
Figure 6. The pseudolibration paths can be divided into three

distinct regions; (1) Global minimum region: including all
conformers n with an energy difference ΔE = (En − Eglobal) less
than 1.0 kcal/mol. For all deoxyribonucleosides, this region
covers ϕ2 angles in the range of 54−90°. (2) Local minimum
region: including all conformers m with an energy difference ΔE
= (Em − Elocal) less than 0.5 kcal/mol. For all deoxyribonucleo-
sides, this region covers ϕ2 angles in the range of 288−324°. (3)
Transition region: Including all conformers in between, e.g. ϕ2
angles in the range of 342−36°; see Figure 6. All conformers
located either in the global or minimum region were identified to
have no imaginary frequencies. All other conformers in the
transition region and the regions outside the global and local
minima (ϕ2 angles in the range of 234−270° and 108−144°)
were identified to have one imaginary frequency.
A comparison of Figure 6a and b reveals how the puckering

amplitude and the conformational energy are related. All
deoxyribonuclesides feature the same deoxyribose ring pucker-
ing pattern: the strongest puckering occurs in the global
minimum region (ϕ2 = 72−90°, q2 values up to 0.35 Å),
followed by the puckering in the local minimum region (ϕ2 =

Figure 4. Conformational energy surfaces (CESs) and pseudolibration paths of deoxyribonucleosides dC (a); dA (b); dT (c); and dG (d). At the
center of each CES, the planar deoxyribose ring form is located. The corresponding energy is used as reference. Both x and y axes show the magnitude
of puckering amplitude q2 in angstroms. The outer radius of the CES represents themaximum puckering amplitude of 0.4 Å. The labels around the CES
circle denote the value of the phase angle ϕ2 in degrees. The solid blue line indicates the pseudolibration path. The color bar represents the energy on
the CES in kilocalories per mole relative to the planar form: (yellow to red regions) location of conformers higher in energy than the planar form; (green
to blue regions) location of conformers lower in energy than the planar form. The blue dot in the range 72−90° shows the location of the global, the
purple dot near 306° shows the location of the local minimum, and the yellow dot in the range 18−342° shows the transition state between the two
forms. Calculated at the ωB97X-D/6-31++G(d,p) level of theory.

Figure 5. Ring inversion of the sugar ring (marked by silver arrows) of
dT; conformer 1 is shown in green, ϕ2 = 108° and q2 = +0.323 Å, and
conformer 2 is shown in red, ϕ2 = 144° and q2 = −0.228 Å.
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288−306°, q2 values up to 0.31 Å), while the smallest puckering
(q2 = 0.15−0.18 Å) occurs in the transition region in the range of
ϕ2 = 324−54°, suggesting that the larger the puckering
amplitude, the lower the conformational energy. This holds
for the pyrimidic bases dC and dT for which the energy and
amplitude curves are perfect mirror images, e.g. smallest
amplitude values correspond to highest energy values. The
puckering amplitude curves of the puric bases dA and dG are
almost identical in the local energy region, whereas the
difference in the conformational energy is up to 1 kcal/mol.
This shows that there are additional factors determining the
conformational energy, such as constrained flexibility via H-
bonding which in turn can be different for the different bases.
Figure 6c and d shows the change of the internal H-bond

distance R(HB) and the corresponding H-bond strength BSO n
along the pseudolibration path. There is a direct relationship
between H-bond length and strength, i.e. the strongest H-bonds
are the shortest as also reflected by Figure 7. This is not always
true as numerous examples have shown.96,97 Figure 7 reveals
that there is a considerable variation in the H-bond lengths
(0.334 Å) leading to H-bond strength differences of 0.15.
There is no obvious correlation between the H-bond length/

strength and the conformational energy change. The longest and
weakest H-bonds are found in the local minimum region for all
deoxyribonuclesides, with the longest H-bond of 2.028 Å atϕ2 =
324° for dT compared with 1.917 Å at ϕ2 = 324° for dG. If the
H-bond strength would dominate the conformational energy,

according to Figure 6a the longest H-bonds should be located in
the transition region and at the end points of the pseudolibration
paths. However, we find for all deoxyribonucleosides smallest
BSO n values at the end of local minimum region (ϕ2 = 306−
324°) which increase through the transition region to the global
minimum region (ϕ2 = 54−90°). However, the shortest and
strongest H-bonds are located outside both the global minimum
region (1.732 Å at ϕ2 = 108° for dG) and the local minimum

Figure 6. (a) Changes of the conformational energyΔE with regard to the planar form, (b) puckering amplitude q2, (c) H-bond distance R(HB), and
(d)H-bond strength order BSO n along the pseudolibration path described as a function of the puckering angleϕ2. The local minimum, transition, and
global minimum regions are denoted by vertical dashed lines. For a definition of these regions, see the text. Calculated at theωB97X-D/6-31++G(d,p)
level of theory.

Figure 7. Correlation between H-bond strength and H-bond length.
Calculated at the ωB97X-D/6-31++G(d,p) level of theory.
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region (1.794 Å at ϕ2 = 252° for dC), i.e. at the turning points of
the pseudolibration path, where the deoxyribonuclesides
bounce back into the opposite path direction. These results
clearly reveal that H-bonding determines the shape and length of
the pseudolibration paths.
Internal H-Bond Strength and Covalent/Electrostatic

Character. The weakest H-bond (BSO n = 0.286) is found for
the dT conformer at ϕ2 = 324.0° which is still stronger than the
H-bond in the formaldehyde dimer R3, (BSO n = 0.241, see
Table 2). The dG conformer at ϕ2 = 108.0° has the strongest H-
bond (BSO n = 0.436)see Figure 8which is even stronger

than the H-bond in the water dimer R1 with a BSO n value of
0.360; see Table 2. The percentage of conformers with BSO n
values between 0.3 and 0.35 is 62.0%, in the range of the most
common H-bond types in water clusters.68 This clearly shows
that the intermolecular H-bonds are of considerable strength
and that they are an important feature of deoxyribonucleosides.
In addition to theH-bond strength we evaluated the covalent/

electrostatic character of the H-bonds applying the Cremer−
Kraka criterion of covalent bonding78−80,98 described above. As
reflected by data in Table 1 Hc/ρc values range from −0.057
Hartree/e (covalent character) for dG at the ϕ2 = 108° turning
point (strongest H-bond, BSO n = 0.436) to 0.053 Hartree/e
(electrostatic character) for dC again at the ϕ2 = 108° turning
point (second strongest H-bond, BSO n = 0.418). Similar values
were also found for the H-bonds of the reference compounds
R1−R5 shown in Figure 9 as revealed by the data in Table 2.
These Hc/ρc magnitudes are typical of H-bonding99 and small
compared with the corresponding values for the OH bond in
H2O (−1.666 Hartree/e) and the H-donor bond in R1 (−1.689
Hartree/e).68,100,101

In Figure 10a normalized energy density Hc/ρc values are
correlated with the amplitudes q2 for all conformers of the four
deoxyribonucleosides. As expected there is no general relation-
ship because the amplitude q2 is a more global property
reflecting complex geometry changes induced by ring puckering
whileHc/ρc is taken only at a single point. However, one finds a
clear separation into puric and pyrimidic bases caused by the
different sign of the corresponding Hc/ρc values. In Figure 10b,

BSO n values are correlated with Hc/ρc. There is no overall
relationship between BSO n and Hc/ρc for all conformers.
However, there is a correlation between BSO n andHc/ρc for the
puric bases dA and dG as well as for the pyrimidic bases dC and
dT. Larger BSO n values correspond to largerHc/ρc magnitudes
in both cases.
The finding that dA and dG conformers possess negativeHc/

ρc values, i.e. being located on the covalent side of Figure 10,
whereas all dC and dT conformers possess positive Hc/ρc, i.e.
being located on the electrostatic side of Figure 10, which
reflects the influence of the base determining (i) the different H-
bond type, [O−H···N] for the puric bases and [O−H···O]
bonds for the pyrimidic bases, and (ii) leading to a different
electronic environment, i.e. in the more bulky puric bases the
electron density can delocalize more than in the pyrimidic bases
influencing the lone pair density of the H-bond acceptor atom.
This will be discussed in more detail in the following.

Influence of the Orientation of the CH2OH Group and
the Base on H-Bonding. As discussed above (see Figure 7)
there is a correlation between H-bond distance and H-bond
strength for all four deoxyribonucleosides, but no obvious
correlation between the conformational energy and H-bond
distance, in particular in the local and transition region, (see
Figure 6a and c), which needs further analysis. The H-bond
distance depends on the mutual orientation of the CH2OH
substituent (H-bond donor) of the C5 sugar ring carbon and the
base (H-bond acceptor) attached to the C2 sugar ring carbon,
which in turn depends on the ring pucker. This mutual
orientation is also critical for optimal orbital overlap, i.e. the O−
H should point to the lone pair of the H-bond acceptor atom A
(A = N for dA, dG; A = O for dC, dT) in a way that the angle
(OHA) is close to 180°.101
For the quantification of this orientation we used two torsion

angles, defined in Figure 11; torsion angle τ1 describing the
rotation of the base and torsion angle τ2 describing the rotation
of the CH2OH group perpendicular to the sugar ring. The
dihedral difference Δ(τ1, τ2) = |τ2| − τ1 can serve as measure of
the distance between H-bond donor and acceptor; i.e. smaller
dihedral differences indicate shorter H-bonds and in this way
stronger H-bonds. For the global minimum geometries the
dihedral differencesΔ(τ1, τ2) are 24.3°, 1.3°, 13.1°, and 16.3° for
dA, dG, dC, and dT, respectively. For the local minimum
geometriesΔ(τ1, τ2) are larger with values of 43.1°, 25.1°, 33.8°,
and 39.1° for dA, dG, dC, and dT, respectively. This reveals that
for the global minimum geometries H-bond interactions are
stronger. The largest difference between the global and the local
minimumΔ(τ1, τ2) values are found for dG (23.8°), followed by
dT (22.8°), dC (20.7°), and dA (18.8°). Obviously, in the local
minimum region, i.e. for puckering angles ϕ2 between 288° and

Figure 8. Bond strength BSO n of the H-bonds of all deoxyribonucleo-
side conformers as a function of the corresponding local stretching force
constant ka as determined via eq 16. For comparison H-bonded
complexes R1−R5 defined in Figure 9 are included. Dashed horizontal
lines mark BSO n values of 0.3, 0.35, and 0.4, respectively. Calculated at
the ωB97X-D/6-31++G(d,p) level of theory.

Figure 9. Reference complexes R1−R5. The intramolecular H-bond
distance (Å) is given in red, the corresponding BSO n value is in blue,
and energy density Hc (Hartree/Å

3) is in green. Calculated at the
ωB97X-D/6-31++G(d,p) level of theory.
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324° the CH2OH group and the base cannot orient in an
optimal way.
Besides a rotational movement the substituents can tilt

relative to the main plane of the deoxyribose ring described by
angles α1 and α2 for the base and the CH2OHgroup respectively,
as shown in Figure 11. For the global minimum geometries the
tilting angle α2 of the CH2OH adapts values of 37.1°, 34.1°,
35.6°, 35.3° for dA, dG, dC, and dT, respectively. For the local
minimum geometries α2 values are smaller: 17.3°, 14.6°, 18.3°,
and 18.3° for dA, dG, dC, and dT, respectively. The tilting
angles α1 of the base are 15.2°, 13.3°, 12.4°, and 12.1° for the
global minimum geometries and 29.0°, 29.1°, 28.0°, and 27.8°
for the local minimum geometries of dA, dG, dC, and dT,
respectively. The sum ∑(α1, α2) of the tilting angles α1 and α2
reflects the distance between H-bond donor and acceptor. The
larger the sum ∑(α1, α2), the smaller the distance between the
H-bond donor and acceptor and the stronger is the H-bond. For
the puric bases, the differences of∑(α1, α2) between the global
and local minimum geometries are 6.1° and 3.6° for dA and dG,
respectively. The corresponding differences for the pyrimidic
bases are somewhat smaller with 1.7° and 1.4° for dC and dT,
respectively. This indicates that the tilting movement is more
pronounced for the puric bases although they are more bulky
than their pyrimidic counterparts. Overall, our analysis suggests
that side group rotation is more important for the H-bond
formation than tilting.
The strength of the H-bond also depends on the orientation

and electron density distribution of the lone pair of the H-bond
acceptor atom (N, respectively O). Both can be assessed via the
delocalization energy ΔEdel(HB) as defined in eq 18. The larger
ΔEdel(HB), the stronger the H-bond.83,84 As revealed by the
data in Table 1 larger ΔEdel values along the pseudolibration

paths are found for the puric bases dA and dG than for the
pyrimidic bases dC and dT.ΔEdel values for the pyrimidic bases
at the global minima are 32.0 kcal/mol (ϕ2 = 108°, q2 = 0.343 Å)
for dA and 38.4 kcal/mol (ϕ2 = 108°, q2 = 0.304 Å) for dG,
compared to the pyrimidic bases, 17.1 kcal/mol (ϕ2 = 108°, q2 =
0.319 Å) for dC and 20.5 kcal/mol (ϕ2 = 108°, q2 = 0.323 Å) for
dT. This is in line with the finding that puric bases generally tend
to have a more delocalized electron density than pyrimidic
bases102 inducing a more delocalized electron density at the lone
pair of the H-bond acceptor atom and in this way leading to
stronger H-bonding. This is in line with our finding that H-
bonding in the puric bases is of more covalent nature and that
the global minimum conformation of dG has the strongest H-
bond of all conformers investigated in this work with a BSO n
value of 0.436.
In order to gain additional insights into these important side

group effects and for better comparison, we evaluated torsion
and tilting angles for all deoxyribonucleosides for the same two
puckering modes, ϕ2 = 108° and ϕ2 = 324° (envelope forms E4
and E5, respectively, see Figure 2), corresponding to strong and
weak H-bond regions and for four different amplitudes 0.1, 0.2,
0.3, and 0.4 Å mapping the angle changes along the CES; see
Table 3. As suggested by the pseudorotational cycle shown in
Figure 2, ring puckering for the ϕ2 = 108° conformation should
allow a better interaction between the CH2OH group and the
base than that for ϕ2 = 324°.
According to the data in Table 3 for puckering mode E4, α1 is

decreasing whereas α2 is increasing for increasing puckering
amplitudes for all deoxynucleosides. These two opposite
movements balance each other, so that as a consequence, the
∑(α1, α2) is increasing to 61.6°, 60.3°, 59.5°, and 59.8° for dA,
dG, dC, and dT, respectively, reflecting strong H-bonding. It is
also noteworthy, that the effect is almost similar for all
deoxyribonuclesides quantifying the trends shown in Figure 6.
In contrast, for puckering mode E5 both α1 and α2 are decreasing
for increasing amplitudes, so that the ∑(α1, α2) is also
decreasing to 36.9°, 34.3°, 35°, and 36.5° for dA, dG, dC, and
dT, respectively, reflecting weak H-bonding. In addition, the
decreasing values of both tilting angles indicate that the
equatorial position is more favorable when the ring puckers
with a larger amplitude. As shown in Table 3 overall changes in
Δ(τ1, τ2) for increasing puckering amplitudes are somewhat less
pronounced. Overall this analysis shows that both the puckering
amplitude and the puckering mode have a substantial influence
on H-bond formation.

Figure 10. (a) Correlation between amplitude q2 and normalized energy densityHc/ρc. (b) Correlation of BSO n and normalized energy densityHc/
ρc. Calculated at the ωB97X-D/6-31++G(d,p) level of theory.

Figure 11.Definition of torsion angles τ1 and τ2 (pink color) and angles
α1 and α2 (blue color) as listed in Table 3.
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Interplay of Ring Puckering and Internal H-Bonding.
In the following it will be discussed how the puckering amplitude
q2 is related to the H-bond length/strength. As shown in Figure
12, there is a qualitative quadratic relationship between the two
quantities.
An increase of the puckering amplitude q2 first leads to an

increase of theH-bond length (Figure 12a) reaching a maximum
value around q2 = 0.25 Å, followed by a decrease of the H-bond
length for larger puckering amplitudes. This corresponds to a
decrease of the H-bond strength, reaching a minimum value
around 0.25 Å, followed by an increase of the bond strength
(Figure 12b). This is in line with Figure 6c revealing that at the
local minima on the CESs located around the puckering angleϕ2
= 306° with puckering amplitudes q2 in the range of 0.23 and
0.27 Å (see Figure 6b) the longest H-bonds are found. After
passing through the local minima, the H-bond distances
decrease until reaching minimum values beyond the global
minima at the turning points of the pseudolibration paths. This
implies that the H-bond strength increases along the
pseudolibration path from the local minimum, through the
transition state, to the global minimum on CES and beyond as a
result of ring puckering, clarifying that there is no direct
relationship between the conformational energy and theH-bond
length/strength, which would have implied longest/weakest H-
bonds in the transition region.
Comparison with H-Bond Free Model Analogues.

Finally we studied the four H-bond free deoxyribonucleosides
analogs dmC, dmA, dmT, and dmG shown in Figure 13 in order
to determine (i) if the pseudolibration path on the CES surface
converts into a full pseudorotation path if the H-bonding is
eliminated and (ii) if there is still a global and local minimum
separated by a transition state.
The CESs of the H-bond free analogs are shown in Figure 14.

For all analogs there exists still a pseudolibration path, which for
the pyrimidic bases dCm and dTm is considerably longer
compared with their original counterparts. That means that
removal of the H-bond does not restore the full conformational
flexibility of the sugar ring. We still find global and local minima
separated a transition state on the CESs of dCm and dTm (see
Figure 14a and c). However, without the influence of the
internal H-bond, the transition region shrinks from ϕ2 = 342°−
36° to ϕ2 = 342°−18° and the position of local and global
minima are exchanged. In the case of the puric bases dAm and

dGm only one minimum is found at ϕ2 = 342° and the
pseudolibration paths do not become considerably longer. This
suggests that H-bonding invokes more strain on the pyrimidic
bases, which is line with the above finding that pyrimidic H-
bonding is more covalent in nature.

■ CONCLUSIONS AND OUTLOOK
In this study, the Cremer−Pople ring puckering analysis and the
Konkoli−Cremer local mode analysis supported by the
topological analysis of the electron density were applied to
systematically analyze for the first time the interplay between
deoxyribose ring puckering and the intramolecular H-bonding
in 2′-deoxycytidine (cytosine), dC, 2′-deoxyadenosine (ad-
enine), dA, thymidine (thymine), dT, and 2′-deoxyguanosine
(guanine), dG. Using Cremer−Pople puckering coordinates,
the CES for any substituted ring system such as a
deoxyribonucleoside can be determined in analytical form and
a physically meaningful pseudorotation path is obtained. Local
mode force constants are a unique measure of bond strength.
Our work has led to the following conclusions:

1. We found for all four deoxyribonucleosides dC, dA, dT,
and dG incomplete pseudorotation paths on the CESs

Figure 12. (a) Correlation of puckering amplitude q2 and H-bond distance, (b) correlation of puckering amplitude q2 and H-bond strength, expressed
as a quadratic function of the puckering amplitude q2. The color points indicate the original calculated data. The lines represent the corresponding H-
bond property as a quadratic function of q2. The curve maxima (a) and minima (b) are denoted by open cirles. Calculated at the ωB97X-D/6-31+
+G(d,p) level of theory.

Figure 13.H-bond free deoxyribonucleoside analogs dCm, dAm, dTm,
and dGm.
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caused by ring inversion, i.e. the pseudorotation path is
not a closed circle but an open curve, which we coined as a
pseudolibration path. On each of the pseudolibration
paths a global minimum in the range ofϕ2 = 72°−90° and
a local minimum in the range of ϕ2 = 306° separated by a
transition state in the range of ϕ2 = 18°−342° could be
identified. Harmonic frequency calculations identified all
conformers in the global and local minimum regions as
minimum structures (no imaginary frequency) and that in
the transition region as a transition structure (one
imaginary frequency). In this regard, the pseudorotation
path can be considered as a special reaction path with the
phase angle ϕ2 as a reaction coordinate. Studies of H-
bond free deoxyribonucleoside analogs revealed that
removal of the H-bond does not restore the full
conformational flexibility of the sugar ring. For all analogs
there exists still a pseudolibration path, which for the
pyrimidic bases is considerably longer compared with
their original counterparts. This reflects that H-bonding
invokes more strain on the pyrimidic bases than on the
puric bases.

2. There are two major factors determining the conforma-
tional flexibility of the deoxyribonucleosides, ring
puckering and internal H-bonding. Our work showed
that ring puckering plays the dominant role. All
deoxyribonuclesides feature the same deoxyribose ring
puckering pattern, and strongest puckering occurs in the
global minimum region (ϕ2 = 72°−90°, q2 values up to
0.35 Å), followed by the puckering in the local minimum
region (ϕ2 = 288°−306°, q2 values up to 0.31 Å), while
smallest puckering (q2 = 0.15−0.18 Å) occurs in the
transition region in the range of ϕ2 = 324°−54°. This
suggests that the larger the puckering amplitude, the lower
the conformational energy. In contrast no direct
correlation between conformational energy and H-bond
strength could be found.

3. We quantitatively assessed the H-bond strength of all
conformers along the pseudorotation paths via bond
strength orders BSO n derived from local vibrational force
constants. We found a direct correlation between H-bond
strength and H-bond length. Longest and weakest H-
bonds were found in the local minimum region for all
deoxyribonuclesides, whereas shortest and strongest H-

Figure 14. CESs and pseudolibration paths of the H-bond free deoxyribonucleosides dCm (a); dAm (b); dTm (c); and dGm (d). At the center of
each CES, the planar deoxyribose ring form is located. The corresponding energy is used as reference. Both x and y axes show the magnitude of
puckering amplitude q2 in angstroms. The outer radius of the CES represents the maximum puckering amplitude of 0.4 Å. The labels aroundCES circle
denote the value of the phase angleϕ2 in degrees. The solid blue line indicates the pseudolibration path. The color bar represents the energy on the CES
in kilocalories per mole relative to the planar form: (yellow to red regions) location of conformers higher in energy than the planar form; (green to blue
regions) location of conformers lower in energy than the planar form. The purple dot in the range 90−108° shows the location of the local, the blue dot
near 306° the location of the global minimum, and the yellow dot near 9° the transition state between the twominima for dCm and dTm. The blue dot
at 324° shows the single minimum for dAm and dGm. Calculated at the ωB97X-D/6-31++G(d,p) level of theory.
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bonds were found outside both the global minimum
region at the turning points of the pseudolibration paths,
where the deoxyribonuclesides bounce back into the
opposite path direction. These results clearly reveal that
H-bonding determines the shape and length of the
pseudolibration paths. In addition to the H-bond strength
we evaluated the covalent/electrostatic character of the
H- bonds applying the Cremer−Kraka criterion of
covalent bonding. H-bonding in the puric bases has
more covalent character whereas for the pyrimidic bases
the character of the H-bond is more electrostatic.

4. The formation of the internal H-bond is affected by the
mutual orientation of the CH2OH group and the base
which in turn is depends on the puckering mode. The
influence of this orientation on the H-bond formation was
quantified via (i) two dihedral angles describing the
rotation of the CH2OH group and the base perpendicular
to the sugar ring and (ii) two angles describing the tilting
of to the he CH2OH group and the base relative to the
center of the deoxyribose ring. We found that the tilting
movement is more pronounced for the puric bases
although they are more bulky than their pyrimidic
counterparts. Overall, our analysis suggests that side
group rotation is more important for H-bond formation.
Besides geometric factors the strength of the H-bond also
depends on the orientation and electron density
distribution of the lone pair of the H-bond acceptor
atom (N, respectively O). We assessed both via the
delocalization energy ΔEdel(HB). With larger ΔEdel(HB)
values corresponding stronger H-bonds were found along
the pseudolibration paths for puric bases in line with our
finding that H-bonding in the puric bases is of more
covalent nature and that the global minimum conforma-
tion of dG has the strongest H-bond of all conformers
investigated in this work with a BSO n value of 0.436,
which is even stronger than theH-bond in the water dimer
(BSO n = 0.360).

Currently, we are applying our new analysis to the DNA
building blocks deoxyribonucleotides, which possess a more
complex internal H-bonding pattern caused by the phosphate
group, and to the characterization of unnatural base pairs which
have recently drawn a lot of attention.103,104
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Abstract: In this work hydrogen bonding in a diverse set of 36 unnatural and the three natural
Watson Crick base pairs adenine (A)–thymine (T), adenine (A)–uracil (U) and guanine (G)–cytosine
(C) was assessed utilizing local vibrational force constants derived from the local mode analysis,
originally introduced by Konkoli and Cremer as a unique bond strength measure based on vibrational
spectroscopy. The local mode analysis was complemented by the topological analysis of the electronic
density and the natural bond orbital analysis. The most interesting findings of our study are that
(i) hydrogen bonding in Watson Crick base pairs is not exceptionally strong and (ii) the N–H· · ·N
is the most favorable hydrogen bond in both unnatural and natural base pairs while O–H· · ·N/O
bonds are the less favorable in unnatural base pairs and not found at all in natural base pairs. In
addition, the important role of non-classical C–H· · ·N/O bonds for the stabilization of base pairs
was revealed, especially the role of C–H· · ·O bonds in Watson Crick base pairs. Hydrogen bonding
in Watson Crick base pairs modeled in the DNA via a QM/MM approach showed that the DNA
environment increases the strength of the central N–H· · ·N bond and the C–H· · ·O bonds, and at
the same time decreases the strength of the N–H· · ·O bond. However, the general trends observed in
the gas phase calculations remain unchanged. The new methodology presented and tested in this
work provides the bioengineering community with an efficient design tool to assess and predict the
type and strength of hydrogen bonding in artificial base pairs.

Keywords: natural base pairs; unnatural base pairs; hydrogen bonding; vibrational spectroscopy;
local vibrational mode analysis

1. Introduction
Deoxyribonucleic acid (DNA) is one of the most intriguing biomolecules found in

nature; it basically encodes all necessary information for the diverse functions of life [1–3].
In the early 1950s, a race started to determine the structure of this fascinating biomacro-
molecule [4–7]. Linus Pauling and Robert B. Corey published an article in February of
1953 [8] proposing a triple helix DNA structure with the bases oriented at the outside.
Although Pauling’s and Corey’s model was proven to be incorrect by Watson and Crick a
couple of months later [9] they were one of the first scientists who came to the important
conclusion that genes are segments of DNA that contain the code for a specific protein
determining its function in different cells in the body, which can be considered as a first
milestone for gene sequencing and gene cloning [10,11]. As described by Watson and
Crick in their landmark paper [9], DNA forms a double strand helix, in which the four
nucleobases guanine, cytosine, adenine and thymine of the DNA single strands form two
pairs, guanine-cytosine (GC) and adenine-thymine (AT), also known as Watson-Crick or
natural base pairs (NBPs), bound to each other by intermolecular hydrogen bonds [12–14].
Why nature has decided to use just these two base pair combinations remains one of the
greatest mysteries [15,16].
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An increasing number of efforts have been made to use Nature’s genius DNA concept
in practical applications. For example, the physical and chemical properties of DNA
have been exploited to create machines that are both encoded by and built from DNA
molecules [17,18]. Utilizing DNA as a material building block in molecular and structural
engineering has already led to the creation of numerous molecular-assembly systems and
materials at the nanoscale [19]. Substantial efforts have been made to expand the genetic
alphabet of DNA by introducing other base pair combinations, so-called unnatural base
pairs (UBPs) to increase nucleic acid functionalities [20–31]. Recently, modifications of
DNA containing four NBPs and four additional UBPs which efficiently replicated [32,32]
were reported. A range of UBPs, termed xeno nucleic acids (XNAs) were introduced [33,34].
XNAs are constructed by replacing natural bases, sugars, and phosphate linkages of DNA
with artificial structures in order to synthesize potential alternative genetic materials, which
may open new horizons of genetically modified organisms [18,35–39].

A key feature of the base pairs is their link via hydrogen bonds (HB) [40–45]. Therefore,
a comprehensive study of the hydrogen bonds formed between the base pairs is imperative
(i) for the deeper understanding of the structure and biological function of DNA, and (ii) to
assess the qualification of designer UBPs. HBs are one of the most important interactions
found in biochemical molecules. Already in the 1950s Linus Pauling explored together
with Robert B. Corey the importance of hydrogen bonding in proteins [46–48], work which
contributed to his Nobel Price in Chemistry, awarded to him in 1954 for his research into
the nature of the chemical bond and its application to the elucidation of the structure of
complex substances [49,50]. Up to now HBs have been the object of numerous experimental
and theoretical investigations [45,51–53], and because of the complex interplay between
different components, their nature is still subject of an ongoing debate [41,42,54]. Using
intermolecular HBs as the key feature of base pairs selectivity GC base pairs with different
bonding patterns and atomic organization were suggested [55,56], as well as different UBPs
estimating the HBs via calculated interaction energies [57]. Brovarets and co-workers [58]
discussed the formation of C–H· · ·O/N bonds in UBPs and showed that these HBs incor-
porate equally well into the structure of DNA. The effect of alkali metal cations on length
and strength of HBs in DNA base pairs has been recently discussed [59] concluding that
metal cations may help the base pairs stabilize to varying degrees depending on their posi-
tion. DNA mutates as a result of proton transfer reactions. External electrostatic fields can
modulate these reactions in DNA. Cerón-Carrasco and co-workers showed that mutagenic
effects of high intensity electric fields on DNA have an impact on hydrogen bonding [60].
For example, during a pulse, HBs are elongated by widening the DNA strands, a reversible
change once the electric field is removed. They also showed that in the guanine-cytosine
base pair, the rate constants of proton transfer reactions can be changed by an electric field
which is also in control of the mechanism of those reactions [61]. Through the design of
a nanofluidic system that incorporates a number of synergistic functionalities displayed
by both DNA molecules and the device itself, Kounovsky-Shafer and co-worker devel-
oped [62] an electrostatically inspired method for genome analysis. Molecular loading into
nano-slits is aided by low ionic strength pressures, which are dynamically combined for
efficient transport and temporal regulation. Proton transfer along DNA’s hydrogen bonds
can lead to gene mutation and, possibly, cancer. Slocombe and co-workers investigated
energy barriers and tunneling rates of hydrogen transfer of canonical and tautomeric
Watson-Crick DNA base pairs [63]. They showed that the guanine-cytosine structure plays
a role in spontaneous point mutations, if it survives long enough to pass via the RNA
polymerase. However, they found a slightly reverse reaction barrier for adenine-thymine,
suggesting that the adenine-thymine tautomer is unstable [63]. As a result, populating
the tautomeric state through double proton transfer from the canonical state is unlikely a
biologically important mechanism for spontaneous point mutations. The tautomeric state
seems to be more likely to occur through proton tunneling in the hydrogen-bonded con-
formation than in the single-stranded conformation, according to combined studies of the
hydrogen-bonded and dissociated forms of the DNA bases. Florián and Leszczyński [64]



Molecules 2021, 26, 2268 3 of 22

studied the energetic provisions for mutational DNA mechanisms. They showed that
the guanine-cytosine base pair has more structural variability than previously thought.
This base pair’s ion-pair and imino-keto/amino-enol forms are energetically available,
though the probability of their formation is less than 10�6 while they are significantly
nonplanar. While all these efforts have definitely increased our knowledge about DNA
they lack one important ingredient, a quantitative measure of the intrinsic HB strength,
which we introduce in this work. Based on the local vibrational mode analysis, originally
introduced by Konkoli and Cremer [65–69] we assessed the intrinsic strength of the HBs
of the NBPs of DNA and the adenine-uracil (AU) base pair found in RNA, and a set of 36
UBPs, shown in Figure 1 via local mode force constants, complemented with electron den-
sity and molecular orbital analyses. The UBPs where chosen from Brovarets’ set which was
designed to span over a large variety of different UBPs with both classical and non-classical
HBs [58], complemented with several UBPs purely connected by classical HBs, (CU, TC,
TT, TG, TU; see Figure 1) [70]. The main focus of our work was to shed some new light
into the question why Nature chose the NBPs from the perspective of hydrogen bonding,
exploring if hydrogen bonding in UBPs differ substantially from that in NBPs. Based on
our results we developed a roadmap for the design of UBPs. The paper is structured in
the following way. In the methodology section methods used in this work are described
and computational details are provided. The results and discussion presents our finding,
and conclusion and an outlook are made in the final section.
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2. Methodologies
In this section, first the tools applied in this work are introduced, i.e., the local vibra-

tional mode analysis (LMA), originally introduced by Konkoli and Cremer [65–69] and the
topological analysis of the electron density r(r) based on Bader’s quantum theory of atoms
in molecules (QTAIM) [71,72]. Then the computational details are described.

2.1. The Local Vibrational Mode Analysis
A comprehensive mathematical derivation of the local vibrational mode theory can

be found in a recent review article [73]. Therefore, in the following the most important
essentials are summarized. The (3N-L) normal vibrational modes of a molecule being
composed of N atoms (L = 5 for a linear and 6 for a nonlinear molecule) contain important
information about the electronic structure and bonding. However, they tend to delocalize
over the molecule due to the coupling of the atomic motions [74,75]. Therefore, one cannot
directly derive an intrinsic bond strength measure from the normal modes. There are two
coupling mechanisms, electronic coupling associated with the potential energy content of
the vibrational mode and mass coupling associated with the kinetic energy. The electronic
coupling between normal vibrational modes is promoted by the off-diagonal elements of
the force constant matrix Fq in internal coordinates q and it is eliminated by diagonalizing
Fq, i.e., solving the fundamental equation of vibrational spectroscopy and transforming to
normal mode coordinates [74,75]:

F q D = G�1 D L (1)

where G represents the Wilson mass-matrix. Normal mode eigenvectors dµ in internal
coordinates q are collected in matrix D, and the corresponding vibrational eigenvalues lµ =
4p2c2wµ in diagonal matrix L, where wµ represents the harmonic vibrational frequency
of mode dµ in reciprocal cm, c is the speed of light, and µ = (1, 2 ... N � L). Solving of
Equation (1), e.g., diagonalizing the Wilson equation leads to the diagonal force constant
matrix K in normal coordinates Q, which is free of electronic coupling Equation (2) [74,75]:

K Q = D†F q D (2)

However, this procedure does not resolve the mass-coupling which often has been
overlooked. Konkoli and Cremer [65–69] solved this problem by introducing a mass-
decoupled equivalent to the Wilson equation to derive mass-decoupled local vibrational
modes ai directly from normal vibrational modes di and the K matrix via Equation (3):

ai =
K�1d†

i
di K�1 d†

i
(3)

For each local mode i, one can define a corresponding local model frequency wa
i ,

a local force constant ka
i , and a local mode mass Ga

i,i [65]. The local mode frequency wa
i is

defined by:

(wa
i )

2 =
Ga

i,i ka
i

4p2c2 (4)

and the corresponding local mode force constant ka
i by:

ka
i = a†

i K ai (5)

Local vibrational modes have a number of unique properties. Zou, Kraka and Cre-
mer [67,68] verified the uniqueness of the local vibrational modes via an adiabatic connec-
tion scheme between local and normal vibrational modes. In contrast to normal mode force
constants, local mode force constants have the advantage of not being dependent of the
choice of the coordinates used to describe the target molecule and in contrast to vibrational
frequencies they are independent of the atomic masses. They are of high sensitivity to elec-
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tronic structure differences (e.g., caused by changing a substituent) and directly reflect the
intrinsic strength of a bond or weak chemical interaction as shown by Zou and Cremer [76].
Thus, local vibration stretching force constants have been utilized as a unique measure of
the intrinsic strength of a chemical bond [69,77–90] or weak chemical interaction [91–114]
based on vibration spectroscopy.

In this work, we used local stretching frequencies wa and stretching force constants ka

for the characterization and comparison of the intrinsic strength of the intermolecular HBs
of NBPs and their UBPs counter parts.

It is convenient to base the comparison of the bond strength of a series of molecules
on a bond strength order (BSO) n rather than on a comparison for local force constant
values. Both are connected via a power relationship according to the generalized Badger
rule derived by Cremer and co-workers [79]:

BSO n = a (ka) b (6)

The constants a and b in Equation (6) can be determined from two reference with
known (BSO) n values and the requirement that for a zero force constant the BSO n is
zero. For HBs, we generally use as references the FH bond in the FH molecule with BSO
n = 1 and the FH bond in the [H· · · F· · ·H]� anion with BSO n = 0.5 [91,103,109]. For
an wB97X-D/6-31++G(d,p) model chemistry, applied in this study, this leads to ka(FH)
= 9.782 mdyn/Å, ka(F· · ·H) = 0.901 mdyn/Å, a = 0.515 and b = 0.291. According to
Equation (6) the OH bond in H2O has a BSO n value of = 0.966. We scaled the reference
values [109], so that the BSO n of the OH bond in H2O is 1.

2.2. QTAIM and NBO Analysis
The Quantum Theory of Atoms-In-Molecules developed by Bader [115,116] presents

a theoretical scheme for identifying, analyzing and characterizing chemical bonds and
interactions via the topological features of the total electron density r(r). In this work
we used QTAIM as a complementary tool to the local mode analysis to determine the
covalent/electrostatic character of internal HBs via the Cremer-Kraka criterion [117–119]
of covalent bonding.

The Cremer-Kraka criterion is composed of two conditions; necessary condition: (i)
existence of a bond path and bond critical point rc = c between the two atoms under
consideration; (ii) sufficient condition: the energy density H(rc) = Hc is smaller than zero.
H(r) is defined as:

H(r) = G(r) + V(r) (7)

where G(r) is the kinetic energy density and V(r) is the potential energy density. A nega-
tive V(r) corresponds to a stabilizing accumulation of density whereas the positive G(r)
corresponds to depletion of electron density [118]. As a result, the sign of Hc indicates
which term is dominant [119]. If Hc < 0, the interaction is considered covalent in nature,
whereas Hc > 0 is indicative of electrostatic interactions.

In addition to the QTAIM analysis we used the Natural Bond Orbital (NBO) population
analysis of Weinhold and co-workers [120–122] in order to obtain atomic charges and the
charge transfer between the two monomers forming the base pair.

2.3. Computational Methods
Geometry optimizations and harmonic frequency calculations were performed with

the Gaussian 16 program [123] using the wB97X-D functional [124,125] in combination with
Pople’s 6-31++G(d,p) basis set [126–129]. An ultra-fine grid was used for the numerical DFT
integration [130]. All local mode analysis calculations were carried out with the program
package LModeA [73,131]. The NBO calculations were carried out with NBO 6 [122].
The QTAIM analysis was performed with the AIM2000 [132] software for calculating the
bonds critical points and visualizing the bonds path. Binding energies (BE) were calculated
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also at the wB97X-D/6-31++G(d,p) level of theory, where the counterpoise correction of
Boys and Bernardi [133] was used to correct for basis set superposition errors.

In order to assess the validity of our gas phase study we also analyzed the intrinsic HB
strength for four Watson–Crick base pairs, two AT, and two GC in a DNA environment.
The analysis was based on combined Quantum mechanics/Molecular mechanic (QM/MM)
calculations [134], which were performed for each base pair using initial DNA coordi-
nates from an X-ray structure of a synthetically constructed DNA dodecamer, PDB entry
6CQ3 [135] . The QM/MM geometry optimization were performed using ONIOM [136]
with electronic embedding without constraints, followed by vibrational frequency calcula-
tions utilizing the wB97X-D/6-31++G(d,p)/AMBER level of theory. For comparison we
also calculated optimal geometries and vibrational frequencies of the AT base pair (labeled
as AT3gas) and the GC base pair (labeled as GC3gas) in the gas phase, based on a starting
geometries of the corresponding QM part of the QM/MM calculations at the wB97X-D/6-
31++G(d,p) level of theory. Calculations were performed with Gaussian16 [123]. Further
details are given in the supporting information.

3. Results and Discussion
3.1. Internal HB Strength

Figure 2 shows the bond strength order BSO n of the HBs for the NBPs and UBPs as a
function of the corresponding local stretching force constant ka derived from Equation (6).
The obtained BSO n values for NBPsrange from 0.256 to 0.455 while BSO n values for
UBPs range from 0.247 to 0.426, which leads to the important observation that the HBs
of the UBPs and NBPs investigated in this work fall in to the same range, or in other
words, the HB strength of NBPs does not stand out in any particular way. The N–H· · ·N
bond shows the strongest BSO n values of either NBPs or UBPs , and the weakest HB in
both NBPs and UBPs is the C–H· · ·O bond. Also, NBPs are stabilized by three HBs while
the majority of the UBPs are stabilized by two HBs. We found N–H· · ·N, N–H· · ·O and
C–H· · ·O in ATWC, AUWC and GCWC are joined by one N–H· · ·N and two N–H· · ·O,
but in case of UBPs in addition of these HBs, O–H· · ·O, C–H· · ·N and O–H· · ·N bonds
were found. Different combinations of hydrogen donor and acceptor atoms appear to be
the main difference between natural base pairs and unnatural base pairs (see Table S1 in
the supporting information). In the following each individual HB type is discussed in
more detail.
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Figure 2. Bond strength order BSO n of the HBs for the NBPs and UBPs as a function of the
corresponding local stretching force constant ka determined via Equation (6). Calculated at the
wB97X-D/6-31++G(d,p) level of theory.
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Table 1. Properties of hydrogen bonded reference complexes R1–R5.

Molecule k
a BSO n R(HB) rc Hc Hc/rc

R1 0.133 0.320 2.186 0.130 �0.002 �0.014
R2 0.113 0.307 2.122 0.115 0.000 0.002
R2* 0.026 0.212 2.705 0.051 0.007 0.143
R3 0.205 0.358 1.922 0.202 0.000 0.002
R4 0.209 0.360 1.905 0.183 �0.001 �0.005
R5 0.044 0.241 2.457 0.071 0.003 0.048

Force constant ka in mdyn/Å, R(HB) in Å, rc in e/Å3 and Hc in Hartree/Å3, normalized energy density Hc/rc in
Hartree/electron. Reference complexes R1–R5 are shown in Figure 3. Calculated at the wB97X-D/6-31++G(d,p)
level of theory. R2* represents C–H· · ·N bond.

Figure 3 shows compounds R1–R5 used to compare HBs properties in base pairs
and representative reference molecules. In Figure 4a, we compare BSO n values and force
constant ka for N–H· · ·N bonds in base pairs and reference molecules. N–H· · ·N bonds
were found in 28 base pairs qualifying the N–H· · ·N bond as the most favorable HB. BSO n
values for N–H· · ·N bonds range from 0.337 to 0.455, with UBPs values ranging from 0.337
to 0.426. It is interesting to note that all base pair N–H· · ·N bonds are stronger than the HB
bond of the reference molecule R1 (BSO n = 0.320, see Table 1). The strongest N–H· · ·N
bond was found for GCWC which is stronger than the same bond in other NBPs (0.400
and 0.401 in ATWC and AUWC, respectively). The weakest N–H· · ·N bond was found
for AA3. Two gaps were observed in the Figure 4a; none of the NBPs and UBPs has a N–
H· · ·N bond in the BSO n range between 0.385 and 0.397 and between 0.426 and 0.455. One
of the UBPs with the strongest N–H· · ·N bonds, the GG base pair with a BSO n value of
0.426 has been discussed in so-called mismatched DNA causing genetic diseases [137,138].
The GG base pair has also the capability to form a H-bonding pattern close to that found in
NBPs, i.e., being stabilized by three HBs, N–H· · ·N, N–H· · ·O and C–H· · ·O (see Figure 2)
making this pair an interesting candidate for xenobiology [33,34,139].
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Figure 3. Reference complexes R1–R5. The intramolecular HB distance (Å) is given in red color,
the corresponding BSO n value in blue color, and energy density H(c) (Hartree/Å3) in green color.
Calculated at the wB97X-D/6-31++G(d,p) level of theory.

In Figure 4b, we compared BSO n values and force constant ka for N–H· · ·O bond
in base pairs and reference molecules. We found this HB in 21 base pairs. The BSO n
values for N–H· · ·O bonds range from 0.263 to 0.395. With the exception of GG (BSO
n = 0.281) and GU1 (BSO n = 0.263), all base pairs have stronger N–H· · ·O bonds than
reference molecule R2 (BSO n value of 0.307, see Table 1). It should be noted that GU1
makes two N–H· · ·O bonds, two nitrogen atoms belong to guanine are donating electrons
to an oxygen atom of uracil. The N–H· · ·O bond in the center of this base pair has a BSO
n = 0.368 which is stronger than the same bond in R2. The strongest N–H· · ·O bond was
found for GCWC, BSO n = 0.395 which is stronger than the same bond in other NBPs (0.356
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and 0.355 in ATWC and AUWC, respectively). We observed three gaps in the Figure 4b,
for BSO n between 0.322 and 0.334, between 0.344 and 0.355 and between 0.383 and 0.395.
As the discussion above attests GCWC has the strongest HBs between the NBPs and UBPs
and central N–H· · ·N bond is stronger than N–H· · ·O bond.

Figure 4c,d displays the BSO n values and force constant ka for O–H· · ·N and O–
H· · ·O bonds. These HBs are less favorable and occur only in UBPs. The O–H· · ·N bond
was found in AT4 and AU6, BSO n = 0.393 and 0.395, respectively, i.e., these HBs are
stronger than the reference molecule R3 (BSO n value of 0.358, see Table 1). The O–H· · ·O
bond was found in HU1 and HU2 with BSO n 0.372 and 0.393, respectively, i.e., both HBs
are even stronger than the HB in the water dimer (BSO n = 0.360, see reference molecule R4
in Table 1). The O–H· · ·O bond in HU2 is stronger than in HU1. The presence of a weak
HB like C–H· · ·O bond and a strong central N–H· · ·N bond along with an O–H· · ·O bond
in HU2 obviously increases the overall stability of this base pair.
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Figure 4. Bond strength order BSO n of the HBs for the NBPs and UBPs as a function of the corresponding local stretching
force constant ka as determined via Equation (6). For comparison the HBs of the reference complexes are included. Calculated
at the wB97X-D/6-31++G(d,p) level of theory.

Whereas base pair HU1 is stabilized by O–H· · ·O and N–H· · ·N bonds, HU2 exhibits
three H-bond (O–H· · ·O, N–H· · ·N bonds and C–H· · ·O). The C–H· · ·O bond in HU2
obviously makes a difference. Another weak HB, a C–H· · ·N bond along with a O–H· · ·N
bond was found in AT4 and AU6 which appears to be stronger than the C–H· · ·O bond.
In summary, weak HBs play an important role for the stabilization of base pairs, which
will be discussed in more detail in the following section.

3.2. Significance of Non-Classical HBs
A classical HB is defined as the interaction between a hydrogen atom bonded to a

highly electronegative atom such as oxygen, nitrogen and fluorine and the lone pair of
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another such atom nearby [140,141]. Carbon is generally not considered as an electron
donor which has led to this narrow definition of hydrogen bonding. In 2011, a new
definition was introduced by the International Union of Pure and Applied Chemistry
(IUPAC) [142,143], that emphasized the hydrogen donor does not always need to be one of
the most electronegative atoms (oxygen, nitrogen and fluorine). One atom with a higher
electronegativity than hydrogen is sufficient (non-classical HB). According to this new
definition many interactions including less electronegative atoms such as carbon, chlorine,
sulfur, phosphorus to act as the proton donor have been considered as HBs. In particular
non-classical HBs were found to play a critical role for the structure and stability of
biological systems, including DNA [144,145]. C–H· · ·O bonding between phosphate
groups and nitrogenous bases was identified as a stabilizing part in DNA stability.

In the case of AT and AU, the absence of a C–H· · ·O bond causes their instability
because the remaining oxygen in the minor groove can not be fully utilized as HB acceptor
translating into a whole DNA structure [146]. Results presented in Figure 5 reveal the
important stabilizing role of non classical HBs. In Figure 5a, the BSO n values and force
constant ka for the C–H· · ·N bond in base pairs are compared. This non-classical HB was
found in 12 base pairs and it is less favorable for base pairs specially, we did not find it
in any of the NBPs. BSO n values for C–H· · ·N bond ranges from 0.248 to 0.297 which
is much stronger than this HB in the reference molecule R2*(BSO n value of 0.212, see
Table 1). The C–H· · ·N bonds belong to the AU6 and AT4 with BSO n values 0.276 and
0.278, respectively, and are located in the middle of the Figure 5a. Thus they are strong
enough to make the base pairs stable. In Figure 5b, the BSO n values and force constant ka

for C–H· · ·O bond in base pairs are compared. The non-classical C–H· · ·O bond is much
more favorable than C–H· · ·N bond and it was found in 21 base pairs including both NBPs
and UBPs. BSO n values range from 0.247 to 0.318, which is stronger than this HB in the
reference molecule R5(BSO n value of 0.241, see Table 1). None of the base pairs shows
a C–H· · ·O bond in the gap between BSO n 0.281 to 0.297. This HB is naturally favored
and it was found in ATWC and AUWC with BSO n value 0.257 and 0.256, receptively.
However, we did not find any non-classical HBs in GCWC. UU3 is stabilized just by two
C–H· · ·O bonds and AU5 is formed by two non classical weak HBs (C–H· · ·O bond and
C–H· · ·N bond). Our results show that the C–H· · ·O bond is stronger than the C–H· · ·N
bond (where, the percentage of C–H· · ·O bond with BSO n values ranges between 0.297
and 0.318 is 35.0%). This range is the most common HB type in water clusters [103]. In most
cases, the base pairs are joined by three HBs, one of them is a weak non-classical C–H· · ·O
bond, which is more naturally favored and stronger. The C–H· · ·N bonds were found
always in UBPs which are stabilized by two HBs. We did not observe non classical HBs in
8 base pairs. These base pairs are stabilized by strong N–H· · ·N bond from BSO n = 0.359
to BSO n = 0.455 and N–H· · ·O bond from BSO n = 0.364 to BSO n = 0.395, and, C–H· · ·O
bond with BSO n = 0.372.
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Figure 5. Bond strength order BSO n of the HBs for the NBPs and UBPs as a function of the corresponding local stretching
force constant ka as determined via Equation (6). Calculated at the wB97X-D/6-31++G(d,p) level of theory. For comparison
the HB in the reference complexes are included.
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3.3. Covalent Character of HBs
In the following we assess the covalent character of the NBP and UBP HBs via the

normalized energy density Hc/rc for all of HBs investigated in this work. The electron
density analysis is complemented with NBO charges of all atoms X–H· · ·Y involved in
hydrogen bonding, see Table S2 in the supporting information. In Figure 6, BSO n values
are correlated with the corresponding Hc/rc values. In case of N–H· · ·N bonds, Hc/rc
values range from �0.058 Hartree/electron to 0.002 Hartree/electron. All of the base
pairs have N–H· · ·N bonds in the covalent region except the GC1 with on the border value
of Hc/rc = 0.002 Hartree/electron for N–H· · ·N bond. Base pair AU3 shows more covalent
character (�0.058 Hartree/electron) of this HB compared to the same HB in other base
pairs. According to our results Hc/rc for strongest N–H· · ·N bond (belong to GCWC) is
�0.021 Hartree/electron which is slightly less negative than the most covalent N–H· · ·N
(belonging to AU3) with Hc/rc = �0.058 Hartree/electron. However, most of the base pairs
show that the increased strength of the N· · ·H bond in N–H· · ·N bond is correlated with a
more covalent character of this bond (see Tables S1 and S2 in the supporting information).
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N-H···N (NBP)
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N-H···O (NBP)
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Figure 6. Correlation of BSO n and normalized energy density Hc/rc. Calculated at the wB97X-D/6-
31++G(d,p) level of theory.

To be more specific, the N· · ·H bond of N–H· · ·N belonging to GC1 has the less
covalent character (kc = 0.002 Hartree/electron) which shows the weakest BSO n = 0.297
for the same HB among all other base pairs. In Figure 6, the N· · ·H bond of O–H· · ·N
shows the most covalent character (Hc/rc = �0.136 Hartree/electron in AU6 and �0.134
Hartree/electron in AT4) between all types of HB that was investigated in this work.
According the HB strength analysis, these are stronger HBs compared other HBs since,
the strength of the HB also depends on the nature of donor (N, O, C), in addition of the
electron density distribution of the lone pair of the HB acceptor atom (N, O). However,
as we see in Figure 6, there are several central N· · ·H bonds in the N–H· · ·N bond with
less covalent characters. This leads to the conclusion that if a base pair is formed with three
HBs, a strong N–H· · ·N bond is found in the middle. But the same HB in the base pair with
two possible HBs is less covalent and weaker than the N· · ·H bond in O–H· · ·N. It should
be noted that we didn’t found O–H· · ·N bond in WCBPs, it means that the electrostatic
interactions are more strongly felt in the interior non-polar environment of DNA where
the bases form a pair. According Figure 6, C–H· · ·N bonds are in the electrostatic region,
but C–H· · ·O bonds are speared in both covalent region with Hc/rc from �0.028 to �0.003
Hartree/electron and electrostatic regions with Hc/rc from 0.002 to 0.246 Hartree/electron.
The C–H· · ·O bonds belong to ATWC and AUWC are in the electrostatic region.
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3.4. Intrinsic HB Strength and BEs
In Figure 7, the correlation between the average of BSO n of the HBs in each base

pairs with BEs is shown. The reason for using average BSO n is to account for the fact
that the number of HBs differs in the base pairs, i.e., three or two HBs. There is some
overall trend, i.e., stronger HBs are connected with larger BEs. However, the scattering of
data points shows that there is no direct relationship between the two quantities, which is
not surprising. The BE is a cumulative measure of the overall energy required to break a
bond/weak interaction including the reorganization of the electron density and geometry
relaxation of the dissociation product while the BSO n reflects intrinsic strength of the HB,
as discussed above [101,102,105]. GCWC has the strongest BE (�32.88 kcal/mol) and the
largest BSO n of 0.411 of all HBs investigated in this work. In contrast, the other two NBPs
are found in the middle range. AU5 has the weakest BE with �6.74 kcal/mol and the
smallest average BSO n of 0.295.
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Figure 7. Correlation of the average of BSO n and binding energies (BEs). Calculated at the wB97X-
D/6-31++G(d,p) level of theory.

3.5. HBs in the DNA Environment
In order to evaluate the influence of the DNA environment on hydrogen bonding

we compared the AT and GC base pairs in the gas phase (Figure 8a) and in the DNA
(Figure 8b). The results are summarized in Tables 2 and 3.

According to our calculations, the strongest HB of the AT base pairs in DNA, is
observed for the N–H· · ·N bonds, which are even stronger than in the AT base pair in the
gas phase (0.383 and 0.420 mdyn/Å in AT1 and AT2 in DNA, and 0.318 mdyn/Å in AT3 in
the gas phase). However, the force constant of the O· · ·H bond in the N–H· · ·O bonds of
the AT base pairs in DNA are smaller than the corresponding HBs in the gas phase (0.128
and 0.102 mdyn/Å in AT1 and AT2 in DNA, and 0.201 mdyn/Å in AT3 in the gas phase),
and the opposite trend is observed for the C–H· · ·O non-classical HBs (0.156 and 0.141
mdyn/Å in AT1 and AT2 in DNA, and 0.060 mdyn/Å in AT3 the gas phase). These results
indicate that the DNA environment increases the strength of the central N–H· · ·N HB
and the C–H· · ·O non-classical HB, and at the same time it decreases the strength of the
N–H· · ·O bond in the AT base pairs. As it is seen in Table 2 the increased strength of the
N· · ·H bond of the central N–H· · ·N bond in DNA, is also correlated with the decreased
strength of the N–H bond in this hydrogen bond (4.496 and 3.338 mdyn/Å in AT1 and
AT2 in DNA, and 4.673 mdyn/Å in AT3 the gas phase). A similar effect of the DNA
environment is observed in our calculations of the GC base pairs. According to Table 2,
the strongest hydrogen bond of the GC base pairs in DNA, is observed for the central
N–H· · ·N bond, similarly as in the AT base pairs, where the DNA environment increases



Molecules 2021, 26, 2268 12 of 22

the strength of the N· · ·H bond in this hydrogen bond of the GC base pairs, and this
increase is also correlated with a decrease of the N–H bond strength in this HB. Therefore,
based on our QM/MM calculations of the two AT and two GC base pairs in DNA, we
conclude that the DNA environment changes the electronic structure the central N–H· · ·N
bond of these base pairs, which makes the proton transfer between nitrogen atoms of
the purine and pyrimidine bases easier. We can generally conclude that the gas phase
calculations show the general features of HBs for the majority of the base pairs presented
in this study. It has been confirmed in other studies that the Watson-Crick AT and GC
base pairs are electronically complementary through proton transfer [147,148]. These
results can be expanded to tautomeric base pairs where photoexcitation studies show a
link between UV-excited DNA states and efficient charge production and transmission in
DNA [147]. Base pair radical ions behave similarly to those created when ionizing radiation
interacts with DNA [148–151]. Intermolecular hydrogen-bond distances in both tautomeric
Watson-Crick base pairs are shorter than those in canonic base pairs. This means that after
double-proton transfer in the canonic base pairs, the HBs become stronger [152–154].

Table 2. Comparison of the AT and GC base pair HBs in gas phase and DNA a.

X–H Bond Y· · ·H Bond X· · ·Y Distance

Base Pair d k a d k a dcalc dexp
b

(Å) (mdyn/Å) (Å) (mdyn/Å) (Å) (Å)

AT1DNA
N–H· · ·O 1.020 6.747 2.108 0.128 3.122 3.050
N· · ·H–N 1.050 4.496 1.764 0.383 2.812 2.776
C–H· · ·O 1.084 5.772 2.504 0.156 3.334 3.468
AT2DNA

N–H· · ·O 1.015 7.014 2.144 0.102 3.143 2.981
N· · ·H–N 1.065 3.338 1.638 0.420 2.700 2.761
C–H· · ·O 1.085 5.701 2.385 0.141 3.234 3.475

AT3gas
N–H· · ·O 1.022 6.554 1.903 0.201 2.921 -
N· · ·H–N 1.047 4.673 1.777 0.318 2.824 -
C–H· · ·O 1.087 5.635 2.738 0.060 3.570 -
GC1DNA
N–H· · ·O 1.020 6.508 1.855 0.267 2.866 2.880
N–H· · ·N 1.035 5.508 1.831 0.511 2.851 2.912
O· · ·H–N 1.030 5.663 1.748 0.282 2.763 2.852
GC2DNA
N–H· · ·O 1.027 6.096 1.758 0.387 2.784 2.789
N–H· · ·N 1.038 5.379 1.855 0.517 2.892 2.875
O· · ·H–N 1.025 6.241 1.868 0.230 2.888 2.839

GC3gas
N–H· · ·O 1.022 6.418 1.866 0.264 2.888 -
N–H· · ·N 1.033 5.695 1.891 0.486 2.924 -
O· · ·H–N 1.034 5.496 1.750 0.283 2.785 -

a QM/MM calculations in DNA: the base pair AT1DNA, AT2DNA, GC1DNA, GC2DNA, the wB97X-D/6-31++G(d,p)/AMBER level of theory;
QM calculations in the gas phase: the base pair AT3gas and GC3gas, the wB97X-D/6-31++G(d,p) level of theory. The left atomic symbol
of the base pair label corresponds to the purine basis (A and G), and the right atomic symbol corresponds to the pyrimidine basis (T
and C); the X and Y symbols correspond to the hydrogen donor and acceptor atoms, respectively. b Taken from the experimental X-ray
structure [135].
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(a) (b)
Figure 8. (a) The QM models of the AT and GC base pairs used in the QM/MM calculation; (b) The QM/MM optimized
geometry of the AT2DNA base pair in DNA, the wB97X-D/6-31++G(d,p)/AMBER level of theory, the water molecules and
the Na+ ions are not shown for clarity of the picture.

NBO charges of atoms X–H· · ·Y and energy densities of the X–H and the Y· · ·H HBs
of the AT and GC base pairs in gas phase and DNA are compared in Table 3. Because the
central N–H· · ·N bond is the strongest HB in the investigated base pairs, we focus in the
following on a discussion of the NBO charges and Hc for this particular HB. According to
Table 3, the NBO atomic charges of the atoms involved in the N–H· · ·N bond for the AT
base pairs in DNA are similar to the NBO charges of these atoms based on the gas phase
calculations (�0.605, 0.477, and �0.687 e in AT1; �0.606, 0.477, �0.685 e in AT2; �0.615,
0.477, �0.688 e in AT3 for the N, H and N atoms, respectively; the first N atom belongs to
the A base and the second N atom belongs to the T base). However, we observe changes
in the Hc for the N· · ·H bond, when comparing the results from the DNA calculations
and from the gas phase calculations (�0.0189 and �0.0661 Hartree/Å3 in AT1 and AT2 in
DNA, and �0.0169 Hartree/Å3 in AT3 in the gas phase). Similarly, there are also changes
in the Hc for the N–H bond (�3.0368 and �2.8613 Hartree/Å3 in AT1 and AT2 in DNA,
and �3.0631 Hartree/Å3 in AT3 in the gas phase). Therefore, the changes of the energy
density at the bond critical point shown in Table 3 are consistent with the changes of the
local mode force constants presented in Table 2, showing that the increased strength of
the N· · ·H bond in the DNA surrounding, is correlated with a more covalent character of
this bond, and the decreased strength of the N–H bond in DNA is correlated with a less
covalent character of this bond.

According to Table 3, the NBO atomic charges of the atoms involved in the N–H· · ·N
bond for the GC base pairs in DNA are similar to the NBO charges of these atoms based on
the gas phase calculations (�0.658, 0.472, �0.655 e in GC1; �0.668, 0.472, �0.671 e in GC2;
�0.677, 0.467, �0.661 e in GC3 for the N, H and N atoms, respectively; the first N atom
belongs to the G and the second N atom belongs to the C base). Similar to the AT base
pairs, there are changes in the energy density at the bond critical point between the values
obtained from the DNA calculations and from the gas phase calculations for the N· · ·H
bond (�0.0074 and �0.0067 Hartree/Å3 in GC1 and GC2 in DNA, and �0.0047 Hartree/Å3

in GC3 in the gas phase), and for the N–H bond (�3.2082 and �3.1751 Hartree/Å3 in
GC1 and GC2 in DNA, and �3.2291 Hartree/Å3 in GC3 in the gas phase). Therefore,
similar to the AT base pairs, the increased strength of the N· · ·H bond in the GC base
pairs in the DNA surrounding, is correlated with a more covalent character of this bond,
and the decreased strength of the N–H bond in DNA is correlated with a less covalent
character of this bond. The similar NBO atomic charges of the atoms involved in the
N–H· · ·N bond of the AT and GC base pairs in DNA and in the gas phase, confirm that
the electrostatic interaction between these atoms is less important for the change of the
strength in these bonds. Table 2 shows also a comparison of the QM/MM calculated in
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our study and the experimentally measured [135] distance between the hydrogen donor
atom (X) and the hydrogen acceptor atom (Y) of the X–H· · ·Y bond in the AT and GC
base pairs in DNA. As a reference we also present in Table 2 this distance based on the
QM gas phase calculations of the AT and GC base pairs. According to Table 2 the values
of the calculated distance between the hydrogen donor and acceptor atoms are generally
in the range the experimented values. Although this agreement is not perfect, a much
better agreement with experiment is observed in our calculations of the GC rather than
the AT base pairs, which can be explained by the smaller flexibility of the GC base pairs
containing three classical HBs, in contrast to the AT base pairs having two classical and
one non-classical HB.

Table 3. Comparison of NBO charges of atoms X–H· · ·Y and energy densities of the X–H and the
Y· · ·H HBs of the AT and GC base pairs in gas phase and DNA a.

NBO Atomic Charge (e) Hc (Hartree/Å3)

Base Pair qX qH qY X–H Y· · ·H

AT1DNA
N–H· · ·O �0.836 0.449 �0.665 �3.3479 �0.0047
N· · ·H–N �0.605 0.477 �0.687 �3.0368 �0.0189
C–H· · ·O 0.275 0.243 �0.671 �2.1986 0.0054
AT2DNA

N–H· · ·O �0.834 0.454 �0.708 �3.3701 �0.0027
N· · ·H–N �0.606 0.477 �0.685 �2.8613 �0.0661
C–H· · ·O 0.289 0.239 �0.692 �2.1885 0.0040

AT3gas
N–H· · ·O �0.829 0.458 �0.672 �3.2986 �0.0020
N· · ·H–N �0.615 0.477 �0.688 �3.0631 �0.0169
C–H· · ·O 0.271 0.237 �0.668 �2.1493 0.0061
GC1DNA
N–H· · ·O �0.835 0.456 �0.702 �3.3229 0.0007
N–H· · ·N �0.658 0.472 �0.655 �3.2082 �0.0074
O· · ·H–N �0.754 0.471 �0.791 �3.2149 0.0027
GC2DNA
N–H· · ·O �0.851 0.454 �0.696 �3.2736 0.0027
N–H· · ·N �0.668 0.472 �0.671 �3.1751 �0.0067
O· · ·H–N �0.722 0.466 �0.800 �3.2716 0.0000

GC3gas
N–H· · ·O �0.860 0.458 �0.711 �3.2831 �0.0007
N–H· · ·N �0.677 0.467 �0.661 �3.2291 �0.0007
O· · ·H–N �0.686 0.468 �0.810 �3.1677 �0.0047

a QM/MM calculations in DNA: the base pair AT1DNA, AT2DNA, GC1DNA, GC2DNA, the wB97X-D/6-
31++G(d,p)/AMBER level of theory; QM calculations in the gas phase: the base pair AT3gas and GC3gas,
the wB97X-D/6-31++G(d,p) level of theory. X and Y correspond to the hydrogen donor and acceptor atoms,
respectively. The left atomic symbol of the base pair label and the qX charge in e correspond to the purine basis (A
and G); the right atomic symbol of the base pair label and the qY charge in e correspond to the pyrimidine basis (T
and C).

4. Conclusions and Outlook
We investigated in this work intermolecular hydrogen bonding in a diverse set of 36

unnatural and the three natural Watson Crick base pairs adenine (A)–thymine (T), adenine
(A)–uracil (U) and guanine (G)–cytosine (C). The hydrogen bond strength was assessed
utilizing local vibrational force constants derived from the local mode analysis, originally
introduced by Konkoli and Cremer as a unique bond strength measure based on vibrational
spectroscopy. The local mode analysis was complemented by the topological analysis of
the electronic density and the natural bond orbital analysis. Our study led to the following
interesting insights:

• Hydrogen bonding in Watson Crick base pairs is not exceptionally strong and the
N–H· · ·N bond is the most favorable hydrogen bond in both unnatural and natural
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base pairs while O–H· · ·N/O bonds are the less favorable in unnatural base pairs and
not found at all in natural base pairs.

• In addition, non-classical C–H· · ·N/O bonds play an important role for the stabi-
lization of base pairs, especially C–H· · ·O bonds in Watson Crick base pairs. This
suggests that Nature’s choice to combine classical and non-classical hydrogen bonding
should also be copied in the design of new unnatural base pair combinations.

• Hydrogen bonding in Watson Crick base pairs modeled in the DNA via a QM/MM
approach showed that the DNA environment increases the strength of the central
N–H· · ·N bond and the C–H· · ·O bonds, and at the same time decreases the strength
of the N–H· · ·O bond. However, the general trends observed in the gas phase calcula-
tions remain unchanged reflecting that electrostatic interactions with the environment
are a less important factor determining the intermolecular hydrogen bond strength;
an important validation of the gas phase model applied in this work.

• Natural base pairs do not possess larger binding energies than their unnatural counter-
parts. We also did not find a significant correlation between hydrogen bond strengths
and binding energies, i.e., BSO n and BE values, as expected because these two
quantities cannot directly be compared.

• We expect that the presence of base pairs with more nonclassical, i.e., weaker HBs in
DNA will make the environment less covalent. During electron transfer these bonds
will couple with specific vibrational modes of the DNA strand changing the electronic
properties of the DNA. It has been documented [155–158] that these changes can
stretch over 10 to 80 nucleobases accompanied by a decrease of the corresponding
normal frequencies. When the DNA body lengthens, it becomes more mobile and less
rigid. The experiment can only acquire normal vibrational frequencies of the backbone
and the bases of DNA molecules characterized by coupled vibrational modes, while
we can capture via LMA individual local frequencies from low to high and decode
specific atomic motions, leading to more comprehensive and deeper insights into the
stability of the DNA strand, which we will further explore in future work.

• The stability of the DNA double helix is mainly determined by (i) non-covalent in-
teractions involving hydrogen bonds between A-T and G-C base pairs, (ii) stacking
interactions between adjacent bases along the helix, and (iii) cross-interactions be-
tween base pairs [159]. Interactions outside the DNA double helix generally play a
less important role [160]. The interplay between hydrogen bonding and stacking
interactions in DNA has been the subject of several experimental [161–165] and the-
oretical investigations [159,166–173]. Based on DNA melting and energetics of the
double helix [174], it has been recently suggested that in accordance with previous
experiments [165,175] the stability of DNA double strands depends mainly on G-C
base pair rich sequences. This is completely in line with our results identifying the
hydrogen bonds of the G-C base pairs as one of the strongest. The local mode anal-
ysis can also quantitatively assess the strength of the stacking interactions between
adjacent DNA bases along the helix, which is currently under investigation.

In summary, our study clearly reveals that not only the intermolecular hydrogen
bond strength but also the combination of classical and non-classical hydrogen bonds
play a significant role in natural base pairs, which should be copied in the design of new
promising unnatural base pair candidates. Our local mode analysis, presented and tested
in this work provides the bioengineering community with an efficient design tool to assess
and predict the type and strength of hydrogen bonding in artificial base pairs.

Supplementary Materials: The following are available online. Cartesian coordinates of all NBPs
and UBPs investigated in this work; Table S1: Bond distances R, local mode force constants ka, local
mode frequencies wa and bond strength orders BSO for all UBP and NBP BHs investigated in this
work; Table S2: NBO charges of atoms X–H· · ·Y and energy density parameters for all UBP and NBP
BHs investigated in this work; specific note Note about the QM/MM calculations.
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Abstract In this work we investigated the formation of protonated hydro-
gen cyanide HCNH+ and methylene amine cation CH2NH2

+ (both identified
in Titan’s upper atmosphere) from three different pathways which stem from
the interaction between CH4 and N+(3P ). As a mechanistic tool we used
the Unified Reaction Valley Approach (URVA) complemented with the Lo-
cal Mode Analysis (LMA) assessing the strength of the CN bonds formed in
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these reactions. Our URVA studies could provide a comprehensive overview
on bond formation/cleavage processes relevant to the specific mechanism of
eight reactions R1 - R8 that occur across the three pathways. In addition we
could explain the formation of CH2NH2

+ and the appearance of HCNH+ and
CHNH+

2 along these paths. Although only smaller molecules are involved these
in reactions including isomerzation, hydrogen atom abstraction and hydrogen
molecule capture, we found a number of interesting features, such as roam-
ing in reaction R3 or the primary interaction of H2 with the carbon atom in
HCNH+ in reaction R8 followed by migrating of one of the H2 hydrogen atoms
to the nitrogen which is more cost effective than breaking the HH bond first;
a feature often found in catalysis. In all cases, charge transfer between carbon
and nitrogen could be identified as a driving force for the CN bond forma-
tion. As revealed by LMA the CN bonds formed in reactions R1 - R8 cover a
broad bond strength range from very weak to very strong, with the CN bond in
protonated hydrogen cyanide HCNH+ identified as strongest of all molecules
investigated in this work. Our study demonstrates the large potential of both,
URVA and LMA to shed new light into these extraterrestrial reactions to help
better understand prebiotic processes as well as develop guidelines for future
investigations involving areas of complex interstellar chemistry. In particular
the formation of CN bonds as a precursor to the extraterrestrial formation of
amino acids [110,111] will be the focus of future investigations.

Keywords Vibrational spectroscopy, Unified Reaction Valley Approach,
Local Mode Analysis, Titan, Formation of extraterrestrial CN bonds
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1 Introduction

At least 200 specific molecular constituents including neutral molecules and
charged species have been identified so far in the interstellar medium (ISM)
[1–5]. The number is constantly increasing because of advanced detection tech-
niques onboard space crafts such as the Cassini [6,7], space-based and terres-
trial telescopes (ranging from the Spitzer Space Telescope [8], Hubble Space
Telescope [9], the James Webb Telescopes [10] to the planned Giant Magellan
Telescope [11] (just to name a few), being complemented with sophisticated
terrestrial experimental investigations [12–14]. The interstellar chemistry in-
volving these species, which is often triggered by intense UV light, has recently
attracted a lot of attention [15–19]. One area of interest pertains to the forma-
tion of organic aerosols (tholins) [20], as such molecules have been considered
possible prebiotic precursors of nucleic acids, proteins, amino sugars, and other
compounds [17,21–23]. It is assumed that early earth was a tholin-rich place
[24] with thiolin-like materials having been found on Saturn’s largest moon,
Titan [4,25–27], Neptune’s largest moon, Triton [20], and on smaller icy bodies
[28,12].
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Fig. 1: Reaction pathways investigated in this work.

Titan’s dense atmosphere consists primarily of N2 and a small percentage
of CH4 [29] which have been presumed to have formed thiolins. In Titan’s
upper atmosphere, Cassini’s Ion and Neutral Mass Spectrometer (INMS) de-
tected neutral and positive ion signatures [30] primarily for protonated hydro-
gen cyanide (i.e., HCNH+, iminomethyl cation) [31,32], the methylene amine
cation (i.e, CH2NH2

+) [33–35], the methanimine cation (i.e., CH2NH+), and
its isomer the aminomethylene cation (i.e., CHNH+

2 ) [36]. A key component
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for the formation of HCNH+ has been attributed to the ionic dissociation
of N2 into N+(3P ) via extreme ultraviolet radiation [15], ions, and energetic
electrons [31,32]. High-pressure mass spectrometry experiments, in combina-
tion with computational studies, have revealed that N+(3P ) reacts with CH4

to form HCNH+ [37]. However, the formation of CH2NH2
+ and the appear-

ance of HCNH+ and CHNH+
2 along this path has yet to be comprehensively

understood.

From the reaction between CH4 (1) and N+(3P ) (2) three different path-
ways for the synthesis of HCNH+ (7) and CH2NH2 (4S) result (see Figure
1). In this work we investigate these three pathways. Path 1 includes the re-
actions R2, R3, R4, and R8, Path 2 includes reactions R5, R6, and R8.
In addition to these two paths we also consider Path 3 which starts from
the singlet state of CH3NH+ (3S), resulting from intersystem crossing of the
triplet state CH3NH+ (3T) , and includes reactions R7 and R8. The main
focus of this study is to explore the detailed mechanism of the formation of
HCNH+ (7) and CH2NH2

+ (4S) using the Unified Reaction Valley Approach
(URVA) [38] and to quantitatively assess and compare the strength of the CN
bonds formed in these reactions through local vibrational mode analysis [39].
Our results will give new insights into these extraterrestrial reactions to help
better understand prebiotic processes as well as develop guidelines for future
investigations involving areas of complex interstellar chemistry.

2 Computational Method

The main tool applied in this work is URVA [38,40,41]. A comprehensive
review can be found in Ref. [38] therefore, in the following only the key essen-
tials will be summarized. URVA analyzes the curvature of the reaction path
traced out by the reaction complex (i.e. the union of reacting molecules) on the
potential energy surface (PES) moving from the entrance channel up to the
transition state (TS), from here, down into the product channel. Any electronic
structure change including bond breaking/forming processes, re-hybriziation,
charge polarization and transfer, etc. lead to distinct curvature peaks which
are directly reflected in the scalar reaction path curvature calculated at each
path point; whereas regions of minimal electronic change are reflected by cur-
vature minima where the region from one curvature minimum to the next
embedding a curvature peak is called a reaction phase. Each chemical reaction
has a unique pattern of curvature maxima and minima with a different number
of reaction phases, which can be used as its characteristic fingerprint [38]. We
then decompose the reaction curvature along the reaction path into individual
components such bond lengths, bond angles, and dihedral angles or puckering
coordinates to get a deeper understanding of each chemical event [40].The sign
of a component indicates if the parameter in question supports the chemical
event (positive sign) or if it resists the chemical change (negative sign) [40]. For
a detailed mathematical derivation and recent advances of URVA, interested
readers are referred to Ref. [38].
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Another important tool used for the assessment of the CN bond strength
in molecules 3 - 7 and TSs TS1 - TS6 and TS8 of the corresponding re-
actions R1 - R6 and R8 investigated in this work is the Local Vibrational
Mode Analysis (LMA). A comprehensive review of the underlying theory can
be found in Ref. [39]. Therefore, in the following only some essentials are sum-
marized. Normal vibrational modes are generally delocalized as a result of
kinematic and electronic coupling [42–44] In other words, if one considers a
particular normal stretching mode between two atoms of interest, it can be
coupled to other normal modes such as bending or torsion, which inhibits the
direct correlation between stretching frequency and bond strength as well as
the comparison between stretching modes in related molecules. As a conse-
quence, the normal stretching force constant cannot be used as a direct bond
strength measure. One needs to derive local counterparts that are free form
any mode-mode coupling. Konkoli, Cremer and co-workers solved this prob-
lem by solving the mass-decoupled analogue of Wilson’s equation of vibrational
spectroscopy [45–49] leading to local vibrational modes, associated local mode
frequencies and local mode force constants. Zou and Cremer showed that the
local stretching force constant ka reflects the curvature of the PES in the di-
rection of the bond stretching [50]. This important result qualifies the local
stretching force constants ka as unique quantitative measures of the intrinsic
strength of chemical bonds and/or weak chemical interactions based on vibra-
tional spectroscopy, which has been extensively applied in previous work as
documented in Ref. [39]. For some more recent work see also Refs. [51–57].

Geometry optimizations and frequency calculations including a local mode
analysis for all stationary points (i.e., reactants, products and TSs) of each
reaction R1 - R8 were performed with second Møller-Plesset perturbation
theory (MP2) [58,59] and complete active space perturbation theory of sec-
ond order (CASPT2) [60–62] using Dunning’s aug-cc-pVTZ basis set [63] as
well as with Coupled Cluster theory [64–66] at the CCSD(T) level [67–69]
using Dunning’s cc-pVDZ basis set [63]. The active space in the CASPT2 cal-
culations included 4-electrons with 4-orbitals, 5-electrons with 5-orbitals, and
6-electrons with 6-orbitals, depending on the molecular system. For the re-
action path calculations and URVA analysis MP2/aug-cc-pVTZ was applied.
For the reaction path the intrinsic reaction coordinate (IRC) of Fukui [70]
was used with a step size of s = 0.03 amu1/2 Bohr, applying the improved
reaction path following the algorithm of Hratchian and Kraka, enables one
to follow a chemical reaction far out into entrance and exit channel [71]. All
IRC calculations were performed with the Gaussian16 program package [72]
at the MP2/aug-cc-pTZ level of theory using a tight convergence criterion.
The CASPT2 calculations were performed with MOLPRO [73–75]. For the
CCSD(T) calculations the CFOUR program package [66] was utilized. The
URVA analysis was carried out with the program pURVA [76] and the local
mode analysis with the program LModeA [77]. The computation and anal-
ysis of atomic charges was done with the NBO program of Weinhold and
co-workers[78–80].
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3 Results and discussion

In the following, the energetics of reactions R1 - R8, their specific mechanism
as revealed by URVA, and the bond strength of all CN bonds formed during
these reactions via local vibrational force constants will be discussed. In addi-
tion to tables and figures presented in the manuscript, further information on
geometries, NBO charges, and reaction movies are collected in the Supporting
Information.

3.1 Energetics Results

Table 1 presents activation energies Ea, activation enthalpies Ha, and acti-
vation free energies Ga, as well as reaction energies Er, reaction enthalpies
Hr, and reaction free energies Gr, calculated with CASPT2/aug-cc-pVTZ and
CCSD(T)/cc-pVDZ model chemistries. The corresponding MP2/aug-cc-pVTZ
results can be found in the Supporting Information. The energetics presented
in Table 1 were calculated in each case relative to the reactant of the cor-
responding reaction. Although both model chemistries have a different focal
point, i.e. CASPT2 on multireference character [81] and CCSD(T) on dy-
namic correlation [64,66,65], results are quite similar, confirming that both
approaches lead to a reliable description of reactions R1 - R8. The following
discussion is limited to the CCSD(T) results.

Table 1: Activation energies Ea, enthalpies Ha, and free energies Ga; Reactions
energies Er, enthalpies Hr, and free energies Gr (kcal/mol) of the reaction R1 -
R8 investigated in our study. Optimal geometries and frequencies calculated at the
CASPT2/aug-cc-pVTZ and CCSD(T)/cc-pVDZ levels of theory.

CASPT2/aug-cc-pVTZ CCSD(T)/cc-pVDZ
Reaction

Ea Er Ha Hr Ga Gr Ea Er Ha Hr Ga Gr

R11 1.62 -68.5 0.72 -66.83 0.62 -66.57 3.78 -66.14 1.97 -64.64 3.08 -63.95
R2 42.62 -7.82 39.42 -7.46 40.13 -7.49 46.12 -4.31 42.89 -3.91 43.53 -3.51
R3 42.50 40.09 38.58 36.10 39.07 29.46 41.20 37.39 37.19 31.56 37.35 26.26
R4 49.55 38.69 42.97 32.35 42.56 26.07 50.93 37.84 44.46 31.56 44.06 25.27
R5 39.50 39.24 34.16 33.84 34.26 27.00 40.86 38.61 35.6 33.29 35.73 26.50
R6 35.48 31.72 30.51 27.15 30.09 21.05 38.14 32.21 33.26 27.61 32.87 21.48
R7 - -72.53 - -74.00 - -81.37 - -67.94 - -71.61 - -73.24
R8 42.23 -54.86 45.64 -46.02 53.16 -38.35 39.60 -55.87 43.18 -47.14 50.70 -39.50

1 Values relative to the van der Waals complex.

Reaction R1 starts from a van der Waals complex (as shown in Figure 2a)
which is formed directly from methane (1) and N+(3P ) (2) in a barrier less,
strongly exothermic reaction with a reaction energy of -88.34 kcal/mol. From
the van der Waals complex product 3T is formed with a small activation energy
of only 3.78 kcal/mol. The reaction energy with -66.14 kcal/mol indicates the
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strong exothermic character of R1. In summary, the formation of 3T from 1

and 2 leads to an overall energy gain of 155 kcal/mol; this large amount of
excess energy facilitates all following reactions and counterbalances activation
energies in the range of 40 - 50 kcal/mol as found for R2 - R6 and R8.

As shown in Figure 1, 3T serves as a reactant for three different pathways,
which start either on a triplet (Path 1 and Path 2 ) or directly on a singlet
potential energy surface (PES) after intersystem crossing (Path 3 ). Reaction
R2 is the first reaction of Path 1 where 3T undergoes isomerization to 4T with
an activation energy of 44.36 kcal/mol, and a reaction energy of -5.79 kcal/mol.
By loosing a hydrogen atom 4T transforms in reaction R3 into 5 with an
activation and reaction energy of 41.20 and 37.39 kcal/mol, respectively, i.e.
this reaction is strongly endothermic. The next step of this pathway is reaction
R4, in which 5 looses another H atom transforming into 7 with an activation
and reaction energy of 50.93 and 37.84 kcal/mol, respectively, revealing again
the strong endothermic character of this reaction.

The alternative Path 2, starting from 3T, proceeds directly to loosing a
hydrogen atom and transforming into 6 in reaction R6. The activation and the
reaction energies are 40.86 and 38.14 kcal/mol, respectively, comparable with
the energetics found for reaction R3. The next step along Path 2 is reaction
R6, where the loss of another hydrogen atom from 6 leads to 7, with the
activation and reaction energy values of 38.14 and 32.21 kcal/mol. Comparing
the number of reactions in both path ways, the cumulative activation energies
and endothermicities, Path 2 seems to be more favorable.

In contrast to Path 1 and Path 2, Path 3 starts on a singlet PES. 3T under-
goes intersystem crossing forming 3S. However, 3S is unstable (ST splitting:
35.59 kcal/mol) and transforms directly into 7 via H2 abstraction in barrier-
less reaction R7 with a reaction energy –67.94 kcal/mol, definitely favoring
Path 3 as the most likely path.

Protonated hydrogen cyanide 7, one of the key species found in Titan’s
atmosphere being formed in all three pathways, can then transform into the
methylene amine cation 4S, another key species in Titan’s atmosphere via the
addition of H2 in reaction R8. The activation and the reaction energies are
39.60 and -55.87 kcal/mol, respectively, revealing the strong exothermic char-
acter of this chemical transformation. Whereas the discussion of the energetics
provides valuable overall trends, it cannot lead to specific insights into the ac-
tual reaction mechanism, due to the nature of the energy being a cumulative
property [82–87]. Therefore, in the following a detailed mechanistic study will
be presented based on URVA.

3.2 Reaction Mechanisms

The mechanism of each of the reactions R1 - R8 will be described in detail, in
particular in terms of the energy profiles, curvature profiles and their decom-
position as well as changes of important geometry parameters and changes of
the NBO charges monitoring charge transfer along the reaction parameter s.
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The decomposition of the reaction path direction along the reaction parameter
s for each reaction can be found in the Supporting Information. In addition,
reaction movies following the changes of the reaction complex along the re-
action parameter s for each of the reactions are included in the Supporting
Information, facilitating the discussions.
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Fig. 2: Reaction R1; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

Reaction R1 describes the isomerization of the van der Waals complex
originally formed from 1 and 2 to methylamino radical cation 3T. As shown
in Figure 2a in the van der Waals complex the migrating methyl hydrogen
atom H3 is in a bridging position between carbon atom C2 and nitrogen atom
N6 (R(C2N6) = 1.693 Å, R(C2H3 = 1.308 Å, R(N6H3) = 1.183 Å. During the
reaction (see reaction movie SR1, Supporting Information) H3 swings around
to the nitrogen atom, the C2H3 bond is cleaved and the new C2N6 and N6H3
bonds are formed. Furthermore, the molecules rotate from an eclipsed into
a more stable staggered conformation. Figure 2c shows the changes of the
most relevant geometry parameters along with the reaction parameter s. It
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is interesting to note that the distance of the C2N6 bond to be formed first
increases, reaching a maximum value of 1.818 Å at s= 0.4 amu1/2Bohr, i.e.,
shortly after the TS before decreasing to its final value of 1.386 Å at s= 3.7
amu1/2Bohr. Another interesting feature of the reaction is the rotation from
an eclipsed into the staggered form starting at s= 3.8 amu1/2Bohr and being
completed at the end of the reaction path at s= 4.7 amu1/2Bohr. Figure 2c,
shows the corresponding reaction profile. As expected from the small barrier,
the entrance channel is relatively short, (stretching only over 1 path unit) com-
pared to the exit channel of this strongly exothermic reaction (stretching over
almost 5 path units). Figure 2b shows the scalar curvature along s, resulting
in 5 curvature minima, which divide the reaction path into 6 reaction phases
with phase 3 containing the TS. Only chemical events before the TS account
for the reaction barrier, i.e., the large curvature peak in phase 2 is composed
of the events determining the barrier which are further characterized by de-
composition of the reaction path curvature into components. The cleavage
of the already weakened C2H3 bond starts here, characterized by supportive
contributions (positive values) of the C2H3 bond length and N6C2H3 angle,
whereas the formation of the new C2N6 and N3H3 bonds is resisting (negative
values). Interesting to note is that there is no pronounced peak at the TS, in
accordance with our frequent findings that important chemical changes do not
necessarily occur at the TS, they may occur in the entrance [88,89] or exit
channel of a reaction [90,40]. The smaller curvature peaks in phases 3 and 4
are dominated by CNH angle contributions describing the migration of the
H3 atom accompanied with the bond breaking/forming processes. The large
curvature peak in phase 5 far out in the exit channel characterizes the simul-
taneous finalization of the C2H3 bond breaking and C2N6 and N6H3 bond
formation events, accompanied by the rotation of the molecule into the final
staggered conformation. Stretching over the whole reaction rather than occur-
ring in an abrupt fashion is more energy conserving, a phenomenon which we
also have frequently observed for other chemical reactions, in particular catal-
ysis reactions [91,92]. Changes of the NBO charges as a function of s, reflecting
charge-transfer, are shown in Figure 2d At the beginning and at the end of the
reaction the N atoms have a positive charge of 0.2 e, i.e. the remaining 0.8 e
are distributed over the methyl group, the carbon atom has a negative charge
of -0.5 e (compared to -0.7 e in methane), each of the spectator hydrogen
atoms have a positive charge of 0.3 e (compared to 0.18 e in methane) and the
migrating H atom has the largest positive charge of 0.4 e. Whereas the charges
on the H-atoms remain fairly constant during the course of the reaction, there
is a transfer of negative charge from the C to the N atom with a maximum
reached at s= 0.4 amu1/2Bohr (charge on C2: -0.1 e and on N6: 0.3 e with
�(NBO) = 0.4 e compared to �(NBO) = 0.7 e at the start). This weakens
the electrostatic interaction between the two atoms. s= 0.420 amu1/2Bohr is
also the point where the maximum CN distance is reached. After that point,
negative charge is transferred back to the C atom, �(NBO) and with that
the bond polarity increases again supporting the formation of the CN bond.
Figure 1 depicts the central role of the methylamino radical cation 3T which
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serves as a starting point for each of the following 3 pathways leading to the
formation of protonated hydrogen cyanide HCNH+

7; Path 1 with reactions
R2 - R4, Path 2 with reactions R5 and R6, and Path 3 with reaction R7.
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Fig. 3: Reaction R2; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

Reaction R2 describes the isomerization of the methylamino cation 3T

to the methylene amino cation 4T. The reaction is only slightly exothermic
by about 6 kcal/mol leading to entrance and exit channels of about the same
lengths (2.3 amu1/2Bohr). During this reaction, the H4 atom of the methyl
group migrates from the C3 to the N2 atom, the C3H4 bond is cleaved and a
new N2H4 bond is formed (see Figure 3a and reaction movie SR2, Support-
ing Information). The carbon atom changes from sp3 to sp2 hybridization.
However, since the methyl and amino hydrogen atoms of the resulting 4T are
arranged almost perpendicular to each other, (H1N2C3H5=81�), the forma-
tion of a CN double bond is not possible. As shown in Figure 3b, the CN bond
distance remains fairly constant during the whole reaction (1.386 Å in 3T

compared to 1.396 Å in 4T) which corresponds to a typical CN single bond
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distance. Most changes are observed for the N2H4 distance starting from 2.025
Å in 3T and reaching its final value of 1.031 Å at s= 1.1 amu1/2Bohr and
the C3H4 distance, starting from 1.094 Å in 3T and reaching its final value of
2.118 Å at the end of the reaction at s= 2.3 amu1/2Bohr. At TS2 the migrat-
ing hydrogen atom is in a bridging position, with a C3H4 distance of 1.358 Å,
a N2H4 distance of 1.239 Å, and a C3N2H4 angle of 62�. Figure 3c presents the
scalar reaction path curvature and its decomposition into components along s,
which are characterized by six reaction phases. Interesting to note that also for
this reaction, there is no significant curvature at the TS, major events occur
in both entrance and exit channel. The large curvature peaks in phase 1 as
well as in phase 6 are predominantly characterized by rotations of the methyl
hydrogens H5 and H6 adjusting to the rehybrizidation, at the carbon atom.
The cleavage of the C3H4 bond stretches over phases 3-5, starting with a small
supporting contribution of the C3H4 component in phase 3, a small resisting
contribution in phase 4, and a larger resisting contribution in phase 5 in which
the C3H4 distance of 2.117 Å is reached as confirmed by Figure 3b. With
the breakage of the C3H4 bond, the new N2H4 bond starts to form, reaching
the final distance of 1.023 Å already in phase 4. As reflected by the large
curvature contributions shown in Figure 3c, the H1N2C3 angle plays a central
role for the reaction. Changing from 147� to 122� helps to push the carbon
hydrogens H5 and H6 into an sp2 position and make room at the nitrogen
for the incoming H4. This is also visualized in the reaction movie SR2 of the
Supporting Information. Figure 3d shows the changes of the NBO charges as
a function of s. Starting in phase 2 there is a large transfer of negative charge
from the C to the N atom. The original difference �(NBO) decreases from 0.74
e to zero at the TS, where both C and N have a negative charge of -0.25 e.
After that point the negative charge of N is slightly increasing and that of the
C atom is slightly decreasing to the final values of -0.23 e for N and -0.13 e for
C in 4T, where the positive charge is equally distributed among the hydrogen
atoms (charges on H5 and H6 0.25 e, respectively and on H1 and H4 0.43 e,
respectively).

In reaction R3 the methylene amino cation 4T looses one hydrogen atom
at the carbon atom and transforms into the planar aminomethylene cation
5 with a CN double bond. C2H6 bond breakage is initiated by a rotation
of both the carbon and nitrogen hydrogens from an almost perpendicular to
planar arrangement plane (see Figure 4a and reaction movie SR3, Support-
ing Information). As revealed by Figure 4b, the largest geometry changes in
the entrance channel include the dihedral angles H1C2N3H4 approaching 180�
and H1C2N3H5 approaching 0� during the course of the reaction. At s= -1.5
amu1/2Bohr the rotation has has reached a critical point (H1C2N3H4= 138�
and H1C2N3H5=50�) and the C2H6 bond starts to lengthen almost linearly.
The C2N3 bond distances decreases from 1.396 Å in 4T to its final value of
1.250Å at the path endpoint s= 2.0 amu1/2Bohr. Figure 4c shows the reaction
path curvature which is composed of 6 reaction phases and its decomposition
into components. The curvature peaks in phase 1 are characterized by methyl
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Fig. 4: Reaction R3; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

and amino hydrogen rotations which are complemented in phase 2 by changes
of the H1C2N3 and at the end of this phase by changes of the H6C2N3 bond
angle. In phase 3 the cleavage of the C2H6 bond takes place as indicated by a
large supporting contribution of the C2H6 component with a smaller contri-
bution from C2N3. The curvature maximum occurs at s= -1.3 amu1/2Bohr
where the C2H6 distance starts to increase (see Figure 4b). In summary, the
energy demanding cleavage of a CH bond is assisted by methyl and amino
hydrogen rotations guiding the CH2 group in a position facilitating the bond
breaking process. Phase 4 including TS3 and phase 5 show only small cur-
vature enhancements predominately made up from C2N3 bond adjustments
and further hydrogen bond rotations. Phase 6 is dominated by final H6C2N3
changes and rotations about the CN bond needed to achieve the planar struc-
ture of resulting 5. Figure 4d depicts changes of the NBO charges along s.
Major changes occur for the carbon and nitrogen atoms. In phase 3, negative
charge is transferred from C2 to N3 where at the end of phase 3 N3 almost
reaches its final charge of -0.7 e and C2 adapts a positive charge of 0.25 e. In
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the following phases 4-6, i.e. to the end of the reaction, additional negative
charge is transferred from the C2 atom to the leaving H6 atom bringing its
charge to zero, a small portion is also transferred to H1. At the end of the
reaction with NBO charges of -0.7 e on N and 0.54 e on C2 a strongly polar
CN double bond results in 5.
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Fig. 5: Reaction R4; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

In reaction R4 the aminomethylene cation 5 looses an additional amino
hydrogen atom leading to the protonated hydrogen cyanide 7. In resemblance
with reaction R3, here the NH bond breakage is assisted by rotating the
C2H1 bond and the N3H4 bonds into a linear arrangement which facilitates
the cleavage of the N3H5 bond (see Figure 5a and reaction movie SR4, Sup-
porting Information). The reaction movie also shows an interesting feature of
this reaction. Hydrogen atom H5 orbits around the NH end instead of leaving
on a more straight pathway (i.e. so-called roaming) which causes the long exit
channel of almost eight s units. For a recent review on the phenomenon of
roaming reactions, their experimental capture and potential importance of as-
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trochemistry, see e.g. Refs. [93–95]. Figure 5b depicts changes of bond lengths
and bond angles as a function of s. The H1C2N3 angles starts to widen from
133� in 5 with a steep incline until s=-1.1 amu1/2Bohr, where a value of 162�
is reached. After that path point the H1C2N3 angle slowly increases to its fi-
nal value of 180�. Starting from a value of 121� the C2N3H4 angle first moves
through a shallow minimum, then steeply increases and reaches the value of
178� at s=2.0 amu1/2Bohr. The N3H5 bond length starts to linearly increase
at s=-1.2 amu1/2Bohr until it reaches a maximum value of 3.111 Å at s=3.3
amu1/2Bohr, where the C2N3H5 angle adapts a value of 120�. From there on
the roaming of H5 starts, leading to a small decrease of the N3H5 distance
to 2.896 Å and a steep incline of the C2N3H5 angle to its final value of 180�.
The C2N3 bond decreases slightly in the entrance channel and shortly after
TS4 at s=0.5 amu1/2Bohr attains it final value of 1.144 Å corresponding
to a typical CN triple bond. In addition to roaming, reaction R4 has another
interesting feature, more frequency observed in transition metal catalysis [96],
the involvement of formation of a dihydrogen interaction [97,98] in the re-
action mechanism. The H4H5 distance first decreases to 1.687 Å at s=-1.1
amu1/2Bohr, the point where N3H5 bond breakage starts, adapts a maxi-
mum value of 2.767 Å at s=3.0 amu1/2Bohr and then decreases again caused
by the roaming motion of the H5 atom (see reaction movie SR4, Support-
ing Information). The reaction path curvature profile and its decomposition
shown in Figure 5c quantifies these observations. The reaction is composed
of seven distinct phases. Phase 1 is characterized by angle rotations, then
in phase 2 the N3H5 bond starts to break, supported by H4H5 interactions
leading to a large curvature peak. Another important contribution to this cur-
vature peak is negative contribution of the H1C2N3 angle, resisting to become
linear. The curvature peak in phase 3 shortly after the TS is dominated by
the C2N3 contribution. In phase 6, the cleavage of the N3H5 bond is finalized
with a large resisting contribution of the N3H5 and H4H5 components and
supported by the C2N3H5 angle contribution. From there one H5 roaming
is taking place, which does not lead to any pronounced curvature. Figure 5d
presents the changes of the NBO charges along s. Most pronounced is the
transfer of charge from the nitrogen atom (-0.7 e at the start of the reaction,
-0.3 e at the end) to the leaving H5 atom, which starts with a positive charge
of 0.5 e and becomes neutral at around s=1.0 amu1/2Bohr.

Reaction R5 is the first reaction of Path 2 which leads to (7) in only
two reaction steps. Starting from 3T the planar methylene amine cation 6 is
formed via the loss of one methyl hydrogen atom (see Figure 6a and reaction
movie SR5, Supporting Information). As it is revealed in Figure 6b the C3H4
bond starts to elongate at s=-1.8 amu1/2Bohr, then the C3H4 increases lin-
early over the remaining reaction until at s=2.0 amu1/2Bohr where the final
value of 2.936 Å is reached. The N2C3 bond length decreases from 1.386 Å
to 1.221 Å to transform from a single into a double bond. The most notable
additional change is that of the H1N2C3H6 dihedral angle decreasing from 60�
to 0� accompanied with the rehybridization of the carbon atom from sp3 to
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Fig. 6: Reaction R5; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

sp2 and the planarization of the molecule. Overall, most changes occur at the
methyl group as shown in the reaction movie. Figure 6c shows the reaction
path curvature profile and its decomposition. In contract to previous reactions,
the curvature profile is relatively simple. There are 5 phases with two enhanced
curvature peaks in phases 2 and 3, then a long phase 4 including TS5 without
noticeable curvature, i.e. without any major chemical events, and phase 5 with
a pronounced curvature peak characterizing the finalization of this reaction.
Phase 2 is characterized by H1N2C3 and N2C3H5 angle changes helping to get
the C3H4 cleavage started, which occurs in phase 3, denoted by a supporting
C3H4 components the C3N2 bond changes its character, denoted by a support-
ing C3N2 component. C3H4 cleavage is completed in phase 5 characterized by
a large resisting C3H4 contribution and a supporting N2C3H4 contribution. In
Figure 6d changes of the NBO charges along s are shown. As in reaction R3

negative charge is transferred from the carbon atom the nitrogen and to H4,
which has to become neutral. However, compared to reaction R3 the resulting
CN double bond in 6 is less polar with 0.09 e on C3 and -0.15 e on N.
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Fig. 7: Reaction R6; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

Reaction R6 can be considered as a counterpart of reaction R4, both
aiming at the formation of protonated hydrogen cyanide 7, the difference is
that in this reaction the methylene loses a hydrogen atom. The CH bond
breakage is assisted by rotating the H1N2 and the C3H4 bonds into a linear
arrangement which facilitates the cleavage of the C3H5 bond (see Figure 11a
and reaction movie SR6, Supporting Information). As shown in Figure 11b
the H1N2C3 angle increases from 151� and the N2C3H4 angle from 120� in
6 to reach their final values of 180� at s=2.1 amu1/2Bohr. The C3H5 bond
starts to elongate at s=-1.2 amu1/2Bohr, the C3H5 distance increases linearly
until reaching the value of 3.1 Å at s=2.8 amu1/2Bohr, which is close to the
final bond length. Interesting to note again is the assistance of a dihydrogen
interaction. The H4H5 distance of 1.901 Å in 6 first decreases to a minimum
value of 1.812 Å at s=-1.0 amu1/2Bohr, then increases to a maximum value of
2.944 Å at s=2.8 amu1/2Bohr and then decreasing again, showing the onset of
a roaming motion which is however less pronounced than in in reaction R4, as
shown in the reaction movie, which is also reflected by a much smaller change
of the N2C3H5 angle compared to the more drastic C2N3H5 angle changes
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in reaction R4. The reaction path curvature pattern of both reactions look
quite similar, there are three distinct curvature peaks, two in the entrance
and one in the exit channel. The big difference is that reaction R6 has only
six reaction phases and a shorter exit channel of 3.5 s units (see Figure 7c)
than R4 because of the less pronounced roaming. Phase 1 is characterized by
angle rotations, then in phase 2 the C3H5 bond starts to break, supported
by H4H5 interactions leading to a large curvature peak. Another important
contribution to this curvature peak is negative contribution of the H1N2C3
angle, resisting to become linear. The curvature peak in phase 3 shortly after
the TS is dominated by the N2C3 contribution. In phase 6, the cleavage of the
C3H5 bond is finalized with a large resisting contribution of the C3H5 and
H4H5 components and supported by the N2C3H5 angle contribution. The
short phase 6 describes the onset of a roaming motion of the leaving H5 atom.
Figure 6d presents the changes of the NBO charges along s. In contrast to
reaction R4 here the neutralization of the leaving hydrogen atom H5 occurs
via transfer of negative charge from the carbon atom.
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Fig. 8: Reaction R7; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. MP2/aug-cc-pVTZ level of theory.
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Path 3 offers an attractive alternative for the formation of R7 on the
singlet PES via just one barrier-less reaction. As sketched in Figure 1, after
intersystem crossing of 3T into 3S, 7 is formed via the loss of H2. The out
of plane H5 and H6 methyl atoms (see Figure 8a) leave simultaneously as de-
picted in reaction movie SR7 (see Supporting Information) and combine to
a hydrogen molecule. The process is initiated by the amino hydrogen atom,
which moves towards the carbon atom helping to kick out H5 and H6 before
swinging back into its final linear position in R7. As shown in Figure 8b both
C3H5 and C3H6 distances change simultaneously, up to s=2.0 amu1/2Bohr
more gradually, and thereafter in a steep linear fashion, until reaching their fi-
nal value of 2.976 Å at s=8.4 amu1/2Bohr. At s=1.8 amu1/2Bohr the H1N2C3
angle reaches a minimum of 114� before steadily increasing again reaching its
final value of 180� at s=6.9 amu1/2Bohr. The C2C3 single bond of 3S de-
creases smoothly from 1.386 Å to 1.144 Å, the triple bond distance of 7, which
is reached after s=5 amu1/2Bohr. The H1N2C3H5 and H1N2C3H6 dihedral
angles of 60� approach a zero value upon leaving of the newly formed H2 as
documented by the decreasing H5H6 distance which reaches the HH distance of
0.742 Å already at s=5.0 amu1/2Bohr before the final departure from the car-
bon atom. The reaction path curvature profile and its decomposition is shown
in Figure 8c. The reaction consists of seven distinct reaction phases with four
distinct curvature peaks, in line with our previous findings that also reactions
without a barrier possess detailed mechanistic features [99–101]. Phases 1 and
2 are dominated by a large negative H5H6 components resisting first the for-
mation of H2 which is balanced in phase 2 by a large supporting contribution
of the H1N2C3 angle. The actual cleavage of the C3H5 and C3H6 bonds and
the combination of both leaving hydrogen atoms to form an H2 molecules start
in a concerted fashion in phase 3 with supporting components. Interesting to
note is that, as already predicted in Figure 8b, the H2 formation is completed
at the end of phase 4, whereas the final CH bond cleavage occurs in phase 6, as
denoted by the large resisting C3H5 and C3H6 components supported by large
N2C3H5 and N2C3H6 contributions. The shoulder in phase 5 is characterized
by adjustments of the N2C3H4 and H1N2C3 angles to become linear, which
again is achieved before final CH bond cleavage. As denoted by the small N2C3
curvature components, the transformation from CN single to triple bond oc-
curs mainly in phases 2 and 3 and is completed at the end of phase 4. Figure
8d shows the change of the NBO charges along s. There is a large transfer
of negative charge from the carbon to the nitrogen atom as well as to the
leaving hydrogen atoms which both have a zero charge in the H2 molecule. C3
starts with a negative charge of -0.5 e and ends with a positive charge of 0.5 e,
whereas N2 starts with a positive charge of 0.1 e and negative charge of -0.31
e in R7.

Protonated hydrogen cyanide 7 formed in each of the three paths can re-
combine with molecular hydrogen and to the methylene amine cation 4S which
is planar in contrast to 4T, and therefore can form a CN double bond, see
Figure 1. As shown in reaction movie SR8 (see Supporting Information) a
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Fig. 9: Reaction R8; a) energy profile; b) changes in geometry parameters, c) reaction path
curvature profile (black solid line) and its decomposition into components; d) changes in
NBO charges as a function of the reaction path parameter s. Reaction phases are indicated
by vertical dashed lines at curvature minima M1, M2, ..., Mn, and are labeled by blue
numbers. The TS is indicated as a dotted line. MP2/aug-cc-pVTZ level of theory.

hydrogen molecule approaches 7 at the carbon end and causes the HCN and
CNN bonds to bend into the opposite direction. In the first part of the reaction
H2 is attached to the carbon atom resembling a reversion of reaction R7. In
the second part, one of the H2 hydrogen atoms migrates to the nitrogen form-
ing 4S. Obviously, this mechanism, which been found e.g., in transition metal
catalysis [96] is more energy effective than starting via breaking the hydrogen
bond in H2, which costs more than 100 kcal/mol. As denoted by the small
shoulder in energy profile at about s=-2.0 amu1/2Bohr (see Figure 9a) reac-
tion R8 is at the onset for the two-step reaction mechanism. Figure 9b shows
the geometric changes of reaction R8 as a function of s. The H4H6 distance
of 0.740 Å between the hydrogen atoms of the incoming H2 molecule does not
change for more than 3 s units, confirming that the H2 molecule is captured
by the carbon atom. At s=-2.5 amu1/2Bohr the H4H6 distance slowly starts
to increase, after s=-0.8 amu1/2Bohr this distance is more pronounced as the
split of H2 and the migration of H4 to the nitrogen atom proceeds. At s=4.0
amu1/2Bohr the final H4H6 distance of 2.331 Å is reached. The C2H4/C2H6
distance linearly decrease from 2.977 Å. At s=-0.15 amu1/2Bohr the C2H6
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distance further decreases to the value of 1.164 Å, whereas the C2H4 dis-
tance starts to increase from the value 1.201 Å in accordance with the starting
H-migration. The N3H4 distance steadily decreases, until the final value of
1.016 Å is reached at s=3.8 amu1/2Bohr. Another interesting parameter is
the H4N3C2H6 dihedral angle. Before reaching its final value of 0� in 4S, the
H4N3C2H6 dihedral angle adapts a maximum of 66� at s=1.1 amu1/2Bohr
denoting that the migration of H4 occurs out the molecular plane. Further
details about this complex reaction mechanism, including a quantification of
the geometry discussion, can be gained by inspection of the Figure 9c show-
ing the reaction path curvature profile and its decomposition. The reaction
proceeds in 10 distinct phases, with TS8 included in phase 7, i.e., several
important chemical events occur before the TS. The large curvature peak in
phase 2 is characterized by the adjustment of the incoming H2 as reflected
by supporting N3C2H6/N3C2H4, H4N3C2H6, and H4N3C2 resisting contri-
butions. Phase 3 is dominated by the bending of 7, resisting H5N3C2 and
N3C2H1 components and a supporting C2H6/C2H4 component. The smaller
curvature enhancement in phase 4 predominately results from changes in the
CN bond and a start of H4H6 elongation. In phase 5 more drastic changes take
place as reflected by the large curvature peak. The cleavage of the H4H6 bond
and the migration of H4 start with a strongly resisting H4H6 component and
supportive C2H6 and C2H4 components. Phase 6 is dominated by HH bond
cleavage (supportive H4H6 component) and hydrogen migration (supportive
H4N3C2H6 component). After the TS, in phase 8 the final N3H4 distance is
reached, denoted by large N3H4 and C2H4 components as well as the final
C2H6 distance. There is still resistance to bring the molecule in its final pla-
nar form, i.e. large negative H4N3C2H6, which is then completed in phase 10
together with final bond angle adjustments. Figure 9d shows the NBO charges
as a function of s. It is interesting to note changes of the NBO charges start
only at the beginning of phase 4, where both hydrogens of the H2 pick up pos-
itive charge predominately from C2 and to a lesser extend from N3. At s=-1.4
amu1/2Bohr H4 starts to adapt more positive charge than H6 in accordance
with its migration to the nitrogen atom. At the end of the reaction the H4
and H5 hydrogens on N3 adapt a positive charge of 0.44 e and the H1 and
H6 hydrogens on carbon a positive charge of 0.23 e. Interesting to note is that
shortly after the TS, both carbon and nitrogen are equally charged with -0.26
e. After that point negative charge is transferred back from C2 to N3 resulting
in a polar CN double bond in 4S with 0.18 e on C2 and -0.52 on N3.

4 CN chemical bond analysis

The URVA analysis of chemical reactions R1 – R8 in this study was com-
plemented by the assessment of the strength all CN bond formed during R1

- R8. For this purpose we calculated local mode force constants ka with the
CASPT2/aug-cc-pVTZ and CCSD(T)/cc-pVDZ model chemistries utilizing
the LmodeA program [77].
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Fig. 10: Bond strength order BSO n as a function of the local mode force constant ka for the
CN bonds of all stationary points reactions R1 – R8 and some reference compounds (see
legend). a) CASPT2/aug-cc-pVTZ level of theory; b) CCSD(T)/cc-pVDZ level of theory.

In order to facilitate the discussion local mode force constants ka can be
transformed into bond strength orders (BSO n) via a power relationship de-
rived from the generalized Badger rule [102,82]: BSO n = A ⇤ (ka)B ; where
the constants A and B are determined by two reference molecules with known
BSO n and ka values and the requirement that for a zero force constant ka the
corresponding BSO n value is also zero. We used in this work as a reference
CH3NH2 with a CN bond order of 1 and CH2NH with a CN bond order of
2. This led to constants A = 0.291 and B = 0.826 for CASPT2/aug-cc-pVTZ
with ka(C-N) of CH3NH2 = 4.467 mDyn/Å and ka(C=N) of CH2NH = 10.339
mDyn/Å and A = 0.275 and B = 0.852 for CCSD(T)/cc-pVDZ with ka(C-N)
of CH3NH2 = 4.555 mDyn/Å and ka(C=N) of CH2NH = 10.278 mDyn/Å.

The (BSO n, ka) power relationship for all stationary points of reactions R1

– R8 and some reference compounds is shown in Figure 10a for CASPT2/aug-
cc-pVTZ and in Figure 10b for CCSD(T)/cc-pVDZ. Bond distances R(CN),
local mode force constants ka(CN) and corresponding bond strength orders
BSO n(CN) of all CN bonds in molecules 3–7, TSs, and some reference com-
pounds, calculated at the CASPT2/aug-cc-pVTZ and CCSD(T)/cc-pVTZ lev-
els of theory are collected in Table 2. Noteworthy is the broad CN bond order
spectrum observed in our study, ranging from almost zero for the van der
Waals complex and TS1 to 3.7 found for the protonated hydrogen cyanide 7

in accordance with previous work comparing the strength of the CN bond in
7 with that of the triple bond of double-protonated carbon monoxide [103].
The following we will limit the discussion to the CCSD(T)/cc-pVDZ results.

According to Figure 1 we expect a very weak CN bond in both the van der
Waals complex formed from methane (1) and N+(3P ) as well as in the TS1

which is confirmed by the BSO n values of 0.059 and 0.384, respectively (see
Table 2 and Figure 10b. Next follows a group of molecules with CN bonds
in the single bond range , 3S and 3T and 4T with BSO n values of 0.834,
0.939, and 1.059 respectively, followed by TS2 (BSO n = 1.277) which has a
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Table 2: Bond distances R(CN) in Å, local mode force constants ka(CN) in
mDyn/Å, and bond strength orders BSO n(CN) for molecules 3–7, TS1 -
TS6, TS8, and some reference compounds, calculated at the CASPT2/aug-
cc-pVTZ and CCSD(T)/cc-pVDZ levels of theory.

CASPT2/aug-cc-pVTZ CCSD(T)/cc-pVDZ
Molecule R(CN) ka(CN) BSO n(CN) R(CN) ka(CN) BSO n(CN)

vdW CH3NH+ (3A") 1.825 0.257 0.095 2.027 0.163 0.059
3T CH3NH+ (3A") 1.388 4.200 0.950 1.409 4.231 0.939
3S CH3NH+ (1A1) 1.388 3.129 0.745 1.409 3.678 0.834
4T CH2NH2

+ (3A") 1.392 5.127 1.121 1.413 4.872 1.059
4S CH2NH2

+ (1A1) 1.280 10.789 2.072 1.290 10.930 2.108
5 CHNH2

+ (2A’) 1.239 10.954 2.098 1.272 11.496 2.201
6 CH2NH+ (2A’) 1.261 11.096 2.120 1.252 11.520 2.205
7 CHNH+ (1⌃+) 1.139 21.171 3.615 1.155 20.736 3.637
TS1 (3A) 1.838 0.445 0.149 1.610 1.480 0.384
TS2 (3A") 1.379 6.041 1.283 1.394 6.068 1.277
TS4 (2A’) 1.165 17.068 3.026 1.180 17.289 3.115
TS5 (3A) 1.251 10.107 1.963 1.266 10.370 2.016
TS6 (2A’) 1.239 10.954 2.098 1.167 19.032 3.381
TS8 (1A) 1.313 7.623 1.555 1.332 7.585 1.544
CH3NH2 (1A1) 1.465 4.467 1.000 1.473 4.555 1.000
CH2NH (1A1) 1.275 10.339 2.000 1.289 10.278 2.000
CH2NH2 (2A’) 1.390 6.132 1.299 1.413 5.852 1.238
CHNH (2A’) 1.239 12.144 2.284 1.255 12.035 2.288
HCN (1⌃+) 1.165 17.175 3.042 1.175 18.140 3.246
CNH (1⌃+) 1.170 17.119 3.033 1.192 16.529 2.998

slightly shorter CN bond than found in 3T and 4T (see Table 2. TS8 has with
BSO n = 1.544 a somewhat weaker CN bond than expected from inspection
of Figure 1, which is the result of a widening of the CN bond caused by
the migrating hydrogen atom, as underlined in the reaction movie SR7 (see
Supporting Information). The third group of CN bonds are in the CN double
bond range, TS5 with BSO n = 2.016, followed by 4S where in contrast to 4T

the CN double can be formed, as reflected by a BSO n value of 2.108. 5 and 6

with BSO n values of 2.201 and 2.205 respectively also belong to this group.
The final group contains molecules in the CN triple bond range. The first
member of this group is TS4 with a BSO value of 3.115 which is somewhat
smaller than the BSO n value of the CN bond in CNH, followed by TS6 which
has a somewhat stronger CN bond than the CN bond in the HCN molecule
(BSO n values of 3.381 and 3.246, respectively). 7 has with BSO n = 3.637
the strongest CN bond found in this study. As discussed in a previous study
[103] protonated hydrogen cyanide 7 belongs to the strongest bonds found in
chemistry. In order to assess the effect of protonation on the bond strength we
calculated the CN bond strength in CHNH radical and CH2NH2 radical, the
counterpart of 4. In both cases, we observed a drastic decrease in the CN bond
strength (BSO n values of 2.288 compared to 3.637 in 7 and 1.238 compared
to 2.108 in 4, respectively, see Table 2) confirming the influence of protonation
which strongly increasing the electronegativity of the heavy atom involved.
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Fig. 11: Correlation between the CN bond length and local mode force constant ka(CN) for
all stationary points of reactions R1 – R8 and some reference compounds (see legend). a)
CASPT2/aug-cc-pVTZ level of theory; b) CCSD(T)/cc-pVDZ level of theory.

Popular strategies to assess the strength of a chemical bond or weak chem-
ical interaction often refer to bond distances [104–106]. However, a caveat is
appropriate. A number of cases have been reported illustrating that a shorter
bond is not always a stronger bond [107–109]. In the following we discuss
the situation for the CN bonds of this study using local mode force con-
stants as a suitable assessment tool. In Figure 11a R(CN) and ka(CN) values
are correlated for CASPT2/aug-cc-pVTZ level of theory and in Figure 11b
for CCSD(T)/cc-pVDZ level of theory. For both model chemistries similar
trends are obtained and a good correlation between R(CN) and ka(CN) with
R2=0.964 and R2=0.967, respectively. We also see the separation into clusters
as denoted in Figure 11b, very weak and long CN bonds, one cluster in the
CN single bond, one in the CN double bond, and one in the CN triple bond
range, confirming that for the CN bonds investigated in this study the bond
length-bond strength relationship is valid.

5 Conclusions and Outlook

In this work we investigated the formation of protonated hydrogen cyanide
HCNH+ (7) and methylene amine cation CH2NH2

+ (4S) from three different
pathways which stem from the interaction between CH4 (1) and N+(3P ) (2).
Our URVA studies could provide a comprehensive overview on bond forma-
tion/cleavage processes relevant to the specific mechanism of eight reactions
R1 - R8 that occur across the three pathways. In addition we could explain
the formation of CH2NH2

+ and the appearance of HCNH+ and CHNH+
2 along

these paths. Although only smaller molecules are involved these in reactions in-
cluding isomerzation, hydrogen atom abstraction and hydrogen molecule cap-
ture, we found a number of interesting features, such as roaming in reaction
R3 or the primary interaction of H2 with the carbon atom in 7 in reaction
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R8 followed by migrating of one of the H2 hydrogen atoms to the nitrogen,
which is more cost effective than breaking the HH bond first; a feature often
found in catalysis. In all cases, charge transfer between carbon and nitrogen
could be identified as a driving force for the CN bond formation. Among the
three possible pathways, the path via the singlet potential energy surface is
the shortest and therefore, most favorable path for the formation of 7 and 4.
Several new specific insights emerged from our study.

1. For reactions R1 and R2 no pronounced peaks were observed at the cor-
responding TS and significant chemical changes were seen to occur in both
the entrance and exit channels revealing that major chemical events do not
always take place at the TS.

2. From reaction R4 we observed the hydrogen atom H5 to orbit around the
NH molecule rather than exiting on a straight pathway which resulted in
a long exit channel due to this so-called roaming mechanism. Alongside
roaming, R4 involves the formation of a dihydrogen interaction during
the reaction mechanism which is more commonly observed in transition
metal catalysis. We note that the during the reaction R6 there is similar
assistance of such a dihydrogen interaction, where R6 has one less phase
and a much shorter exit channel in contrast to 4 due to a lesser extent of
roaming.

3. Path 3 was shown to be an appealing alternative for the formation of R7

through one barrier-less reaction which involves intersystem crossing of
the triplet state CH3NH+ into the singlet state CH3NH+ and a loss of H2.
Furthermore, R7 was shown to consist of seven reaction phases and four
curvature peaks demonstrating that reactions with a barrier also possess
elaborate mechanistic features, where notably, at the end of phase 4 the H2
formation is finished and the final CH bond cleavage takes place in phase 6
and the change from a C–N bond to a C–––C bond happens during phases
2 and 3 and is completed by phase 4.

4. Reaction R8 is a complicated reaction mechanism that takes place across
10 distinct phases where the TS is within phase 7 with various important
chemical events taking place prior to the TS, this reaction also features
the formation of a dihydrogen interaction. An interesting feature of this
reaction pertains to the start of phase 4 where the H2 atoms (H4 and H6)
collect positive charge mainly from C2 where H4 become more positive
than H6 as it migrates towards the N atom.

5. As revealed by LMA the CN bonds formed in reactions R1 - R8 cover a
broad bond strength range from very weak (BSO n values < 0.06) to very
strong (BSO n values > 3.5) with the CN bond in protonated hydrogen
cyanide HCNH+ (7) identified as strongest of all molecules investigated in
this work.

In summary, our study shows the large potential of both, URVA and LMA
to shed new light into these extraterrestrial reactions to help better understand
prebiotic processes as well as develop guidelines for future investigations in-
volving areas of complex interstellar chemistry. In particular the formation of
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CN bonds as a precursor to the extraterrestrial formation of amino acids [110,
111] will be the focus of future investigations.

6 Data availability

All data generated or analyzed during this study are included in this pub-
lished article. Additional information is provided in the Supporting Informa-
tion which contains i) the decomposition of the reaction path direction along
the reaction parameter s for each reaction; ii) reaction movies following the
changes of the reaction complex along the reaction parameter s for each reac-
tion; iii) Cartesian coordinates of molecules 1, 3 - 7, transition states TS1 -
TS6 and TS8, and some reference molecules.

7 Code availability

The local mode analysis package LModeA can be obtained by the authors
upon request.
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Abstract

Introduction

Deoxyribonucleotides play essential roles in the regulation and modulation of a wide variety

of biological systems, and their biological importance has increased significantly in recent

years.1–4 It consist of three major components: a sugar ring, a phosphate group and a ni-

trogenous base and joined together by intermolecular hydrogen bonds (H-bonds). The study

of the H-bonds between DNA unit has long been a topic of significant investigation.5–9 How-

ever, only a few studies have been devoted to evaluate the intramolecular H-bonds within

a deoxyribonucleotide. The investigation of these intramolecular H-bonds in the case of

deoxyribonucleotides is very complicated, there are numerous intramolecular H-bonds like

O–H· · ·O and C–H· · ·O bond between phosphate group and nitrogenous base as well as

sugar ring . In this situation this is quite reasonable that the orientation of the phosphate

1



group and nitrogenous base with respect to the sugar ring can determine the the formation

and existence of those H-bonds which is also concerns the equilibrium conformation of de-

oxyribonucleotides. Also, dependency of sugar ring puckering and the formation of internal

H-bonding and vise versa should be consider as an important factor.10–12 We used in this

work as efficient tool a combination of the Cremer-Pople Ring Puckering Analysis 13–19 and

the local mode analysis of Konkoli and Creme (LVM) of Konkoli and Cremer,20–24 to deter-

mine the CES and pseudo-rotation path and the location of the global on the CES for the

Deoxycytidine monophosphate (dCMP (Figure 1) which is a deoxyribonucleotides, and one

of the four monomers that make up DNA25), in order to answering the following questions:

1. How the conformational energy, the puckering amplitude change along the pseudoro-

tation path of sugar ring?

2. How the intramolecular H-bonds change along the pseudorotation path of sugar ring?

Is there any connection?

3. What type of H-bonds contribution is possible between phosphate group and nitroge-

nous base and sugar ring?

4. Compare with our previous work,26 Deoxyribonucleosides to understand the role of

phosphate group?

The paper is structured in the following way. In the second section the methods used

in this work are described as well as computational details. The third section presents the

results and discussion part. Conclusions and an outlook are made in the final section.

Methodologies

The important tools applied in this work are introduced in this section, the Cremer-Pople ring

puckering analysis13–19 , the local mode analysis of Konkoli and Cremer20–24 and the topolog-
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ical analysis of the electron density ⇢(r) via Bader’s quantum theory of atoms in molecules

(QTAIM) approach.27,28 Then the computational details of this study are described.

Ring Puckering Analysis

Configurational space is defined by 3N-6 internal parameters that completely describe the

geometry of the molecule. But it is difficult to describe the puckered N-membered ring mo-

tion via internal coordinate or Cartesian coordinate. In 1972, Altona and Sundaralingam29

introduced a procedure describing both the puckering angle and puckering amplitude of a

five-membered ring via torsional angles. However, the definition of the ring puckering am-

plitude expressed via an angle does not allow the appropriate description of the ring pseudo-

rotation process. In this process, the maximum puckering amplitude is rotating around the

edge of the ring without raising a substantial potential energy change. Such a movement

can be best described with a puckering amplitude defined as displacement from a reference.

Cremer and Pople13 proposed to use N-3 puckering coordinates for extending a puckered

N-membered ring conformational space. For odd-membered rings, it is possible to divide the

N-3 puckering coordinates into pairs of pseudo-rotational coordinates {qm, �m} (m = 2, 3,

... N-3) and for even-membered rings, an additional puckering amplitude qN/2 that would de-

scribe ring inversion. The mth puckering mode's ring puckering degree is represented by the

puckering amplitude qm. The ring puckering mode is defined by the puckering angle �m.30,31

Proposed by Cremer and Pople, the plane of the planar ring can apply to functioning as a

mean plane as reference. The N-3 puckering coordinate pairs qm, �m can help determine

the out-of-plane coordinates zj that describe the displacement perpendicular to the mean

plane.13,30,32–34 Despite the Infinite number of ring conformations placed on a pseudorotation

cycle for deoxycytidine’ sugar ring, it is sufficient to investigate a representative number of

conformations. Referring to previous research on description of five-membered sugar ring

in deoxyribose26 , a subset of 20 ring conformations were optimized using a mixed set of

puckering and internal coordinates. Since the entire study of deoxycytidine in this research

3



have C1 symmetry, it can be concluded that the conformational energy surface (CES) should

also have C1 symmetry. The application of ring puckering coordinates yields two main ad-

vantages.35,36 At first, it is the optimization phase during which, for any given value of q2 and

�2 , sugar ring’s geometry is optimized, despite the possible lacking a stationary point on

the CES. A Cartesian or internal coordinates based description of the ring would not make

this possible.16 A mixed set of puckering coordinates and internal/Cartesian coordinates for

the substituents can apply to specifically identifying any conformer located on the CES for

substituted ring systems such as Deoxycytidine. Besides, it is possible to gain physically

meaningful pseudo-rotation path as a function of two. The expression of any property P of

a puckered ring including geometry, magnetic properties, energy, dipole moment, charge dis-

tribution, and vibrational frequencies as a Fourier series of the puckering coordinates is the

other advantage. For a detailed mathematical derivation, the interested readers are referred

to ref.26

Local Vibrational Mode Theory

The normal vibrational modes (3N-L) of an N-atomic molecule has all important molecule's

electronic structure and therefore, should be well suited as a measure of bond strength.

However, in systems larger than diatomic molecules, the normal vibrational modes cannot

assess bond strength because it is difficult to decode this information into individual atom-

atom interactions. These modes are delocalized because of electronic and mass mode–mode

coupling.37–40 Dieter Cremer and Zoran Konkoli have developed an approach to localize vi-

brational motions to isolate the frequency of a given internal coordinate (qn) by decoupling

normal modes, including puckering coordinate, bond angle (✓), bond length (r), and dihe-

dral (�).20–24,41 The fundamental aspect was to derive constants of local stretching force from

local vibrational modes (LVMs), free of any mode-mode coupling, which would then serve

as a direct measure of a chemical bond's intrinsic strength. In the Wilson equation's mass–

decoupled analog, the mass–coupling was solved20 that gives an LVM free of any mode–mode
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coupling.24 LVM was used soon after its initial formulation in 1997 to measure the chemical

bond's intrinsic strength.42–45 Each LVM is associated with a qn corresponded to a local

mode force constant (ka) and a local mode frequency (!a) . There is a unique, direct, and

vibrational spectroscopy-based relationship between the local mode force constant and a

bond's intrinsic strength.46 In 2012, Wenli Zou et al. demonstrated a one–to–one relation-

ship between a non–redundant set of local vibrational modes and normal vibrational modes

by an adiabatic connection scheme (ACS) known as the foundation for the decomposition of

normal modes into local mode contributions (CNM), leading to a basic physical foundation

for LVM.47–49 As such, it resulted in a detailed analysis of a vibrational spectrum from a com-

putational and measurement point of view.22,23 The new theory was off and running at this

point, which is applied to several chemical systems with both noncovalent and covalent inter-

actions (NCI).Thus, LVM analysis has advanced as a powerful analytical tool and ever since

has been extensively applied to a broad range of chemical systems covering both covalent

bonds46,50–61 and in particular, weak chemical interactions including hydrogen bond,26,47,62–68

halogen bond,69–74 pnicogen bond,49,75,76 chalcogen bond,60,77,78 tetrel bond,79 and atom-⇡

interactions.80,81 LVM analysis was performed for the investigation of the hydrogen bonds

strength in our projects. In my projects the bond strength assessment was simplified55,57

by converting ka to bond strength order (BSO n) with the extended Badger55,57,82 and two

reference bonds:

BSO n = a (ka) b (1)

The constants a and b in Eq. (1) were determined via Eq. (2) where for hydrogen bonds

n = 1 for the FH bond and n = 0.5 for the FH bond in [F···H···F]� anion were used,65

leading to a = 0.515 and b = 0.291, and two reference values and the requirement that for a

zero force constant the BSO n is zero.

BSOn(scaled) = 0.515(ka)0.291 (2)
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According to Eq. (1) the OH bond in H2O has a BSO n value of = 0.966. Therefore, we

scaled the reference values, so that the BSO n of the OH bond in H2O is 1.

QTAIM analysis

The Quantum Theory of Atoms-In-Molecules developed by Bader83,84 provides a theoret-

ical scheme for identifying, evaluating and characterizing chemical bonds and interactions

through the total electron density topological features ⇢(r). In this work we used QTAIM as

a complementary tool to the LVM analysis to evaluate the covalent/electrostatic character

of intramolecular H-bonds via the Cremer-Kraka criterion85–87 of covalent bonding.

The Cremer-Kraka criterion for covalent bonding is composed of two conditions: neces-

sary condition: existence of a bond path and bond critical point rc = c between two atoms;

sufficient condition: energy density H(rc) = Hc is smaller than zero. H(r) is defined as:

H(r) = G(r) + V (r) (3)

where V (r) represents the potential energy density and G(r) represents the kinetic energy

density. A stabilizing accumulation of density leads to a negative V (r) while depletion of

electron density refers to the positive G(r).86 Consequently, the Hc sign indicates which term

is the dominant expression.87 The interaction is considered covalent in nature If Hc < 0, while

Hc > 0 is representative of electrostatic interactions.

Computational methods

All calculations were performed with the !B97X-D functional88,89 and Pople’s 6-31++G(d,p)

basis set.90–93 Tight convergence criteria were applied, (SCF iterations: 10�10 Hartree and

geometry optimizations: 10�7 Hartree/Bohr) and an ultra-fine grid was used for the DFT

numerical integration.94 First, the most stable conformer for dC, e.g. the global minimum,

was found by fully optimizing the structures derived from all possible H-bond combinations
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using Cartesian coordinates. The pseudo-rotation path was then calculated in the following

way. A puckering analysis was performed for the global minimum to obtain the corre-

sponding phase angle �2 and the puckering amplitude q2. Starting from this phase angle 20

representative path points were calculated by constrained optimizations with a fixed phase

angle �2, modified in increments of 18� for e.g. �2 = 0, 18, 36, .... 342� to determine the

pseudo-rotation path. For the constrained optimizations a mixed set of internal coordinates

for the substituents and puckering coordinates for deoxyribose sugar ring was used.

Harmonic frequency calculations were carried out in each case to confirm the optimized

conformers located on the pseudo-rotation path as minima (no imaginary frequency) or

transition states (one imaginary frequency). The CES were also mapped via constrained

optimizations. For each fixed phase angle �2, the puckering amplitudes q2 were constrained

to four values, namely 0.1, 0.2, 0.3, 0.4 and 0.5Å, and the remainder of the molecule was

optimized, leading to 80 data points for CES. Then on the pseudo-rotation path, a local

mode analysis was performed for the investigation of the H-bond strength.

The RING Puckering program15 was used for analysis of the deoxyribose sugar ring

conformations. For the geometry optimizations and frequency calculations, a combination

of the RING Puckering program and the program package Gaussian0995 was used. All local

mode analyses calculations were carried out with the program package COLOGNE2019.96

Results and discussion

In Table 1, the properties of the dC calculated at different phase angle �2 are listed. These

comprise the puckering amplitude q2, relative energy �E with regard to the planar form and

H-bond distance R, force constant ka, vibrational frequency !a. Table 1 also contains the

electron density ⇢(c) and energy density Hc at the bond critical points c.
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Table 1: Energies, geometries, vibrational and electron density data for dCMP

along their pseudo-rotation path as calculated at the !B97X-D/6-31++G(d,p)
level of theory.

�2 q2 �E Bond R ka !a BSO n ⇢c Hc

180� 0.159 11.96 O—H· · ·O 1.952 0.062 332 0.263 0.171 -0.004
C1–H· · ·O 2.283 0.247 666 0.377 0.120 0.009
C2–H· · ·O 2.471 0.212 616 0.362 0.063 0.005

198� 0.237 10.42 O—H· · ·O 1.902 0.135 491 0.321 0.189 -0.003
C1–H· · ·O 2.296 0.239 654 0.373 0.119 0.008
C2–H· · ·O 2.355 0.035 251 0.228 0.083 0.003

216� 0.246 9.00 O—H· · ·O 1.862 0.175 559 0.344 0.205 -0.003
C1–H· · ·O 2.302 0.256 678 0.380 0.119 0.008
C2–H· · ·O 2.175 0.145 509 0.327 0.118 -0.002

234� 0.272 7.00 O—H· · ·O 1.871 0.164 542 0.338 0.199 -0.002
C1–H· · ·O 2.375 0.245 663 0.376 0.105 0.009
C2–H· · ·O 2.002 0.261 684 0.382 0.167 -0.006

252� 0.365 3.31 O—H· · ·O 1.855 0.162 539 0.337 0.205 -0.002
C2–H· · ·O 1.961 0.288 718 0.392 0.182 -0.006

270� 0.408 0.28 O—H· · ·O 1.839 0.167 547 0.340 0.213 -0.002
C2–H· · ·O 2.060 0.205 605 0.358 0.149 -0.006

288� 0.400 0.56 O—H· · ·O 1.835 0.162 538 0.337 0.216 -0.002
C2–H· · ·O 2.245 0.094 411 0.292 0.102 -0.002

306� 0.370 3.04 O—H· · ·O 1.827 0.179 567 0.346 0.221 -0.002
C2–H· · ·O 2.566 0.060 329 0.261 0.052 0.005

324� 0.355 5.62 O—H· · ·O 1.799 0.208 611 0.360 0.233 -0.001

342� 0.355 7.68 O—H· · ·O 1.802 0.192 586 0.352 0.231 -0.001
* Phase angle �2 in degree, puckering amplitude q2 in Å, �E in kcal/mol with
respect to the planar form as reference, bond length values R in Å, force constant
ka in mdyne/Å, vibrational frequency !a in cm�1, electron density ⇢(c) at the
bond critical points in e/Å3, energy density Hc at the bond critical points in
Hartree/Å3. (Numbering in C1 and C2 is just for distinguishing between the
C–H· · ·O bond of phosphate group with deoxyribose ring and nitrogenous base
respectively.)
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Figure 1: Deoxycytidine structure investigated in this work. Numbering in C1 and C2 is
just for distinguishing between the C–H· · ·O bond of phosphate group with ribose ring and
nitrogenous base respectively.

CESs and pseudo-rotation (pseudo-libration) paths

The pseudo-rotation paths on the corresponding CES of the dCMP is shown in Figure 2.

We found negative puckering amplitudes on the pseudo-rotation paths in the range of �2 =

0 to 162� indicating a ring inversion. While in the case of deoxyribonucleosides we found

negative puckering amplitudes in the range of �2 = 108 to 270� which is longer path. But

similar to the deoxyribonucleosides the pseudo-rotation path is an incomplete open curve,

which we made as pseudo-libration path. Global minimum was identified in the �2 = 270 �,

�E = 0.28 kcal/mol on the pseudo-rotation path (Figure 3). At the beginning of path where

�2 = 180.0� with the highest energy (�E = 11.96 kcal/mol) respect to the planar form, right

after this point the conformer undergoes a complete rotation as shown in Figure 3.
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Figure 2: Conformational Energy Surfaces (CESs) and pseudo-rotation path of dCMP. At
the center of CES, the planar deoxyribose ring form is located. The corresponding energy
is used as reference. The X axe shows the magnitude of puckering amplitude q2 in Å. The
labels around CES circle denote the value of the phase angle �2 in Degree. The solid blue
line indicates the pseudo-rotation path. The color bar represents the energy on the CES in
kcal/mol relative to the planar form; yellow to red regions: location of conformers higher in
energy than the planar form; green to blue regions: location of conformers lower in energy
than the planar form. Calculated at the !B97X-D/6-31++G(d,p) level of theory.

Figure 3: Rotation of dCMP; conformer 1 shown in green, �2 = 180� and q2 = 0.159Å,
conformer 2 shown in red, �2 = 198� and q2 = 0.237 Å.
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More detailed information is obtained by plotting changes of �E, q2, R, and BSO n as

a function of �2 as shown in Figure 4. A comparison of Figures 4a and 4b reveals how

the puckering amplitude and the conformational energy are related. The largest puckering

amplitude q2 = 0.408 Åoccurs in the �2 = 270 � which is the global minimum region. Sug-

gesting that the larger the puckering amplitude, the lower the conformational energy which

is in agreement with our pervious work on Deoxyribonucleosides. Figures 4c and 4d show

the change of the internal H-bond distance R and the corresponding H-bond strength BSO

n along the pseudo-libration path. Our findings show that the possibility of forming three

H-bonds, O–H· · ·O bond and two C–H· · ·O bond which occurs between phosphate group

with ribose ring and nitrogenous base whereas just Deoxyribonucleosides had the possibility

of forming one H-bond. Hence, the additional H-bonding constraints flexibility and it affects

conformational energy. The number of H-bonds decreases along the pseudo-rotation path, as

there are three H-bonds at the starting path while it reduces to two bonds in global minimum

and at the end points of the path reaches to one bond. Our BSO n analysis show the global

minimum doesn’t necessarily poses the strongest H-bond, although the strongest H-bond (

C–H· · ·O bond, BSO n = 0.392) happens between phosphate group and nitrogenous base

at the �2 = 252 � which is very close to the global minimum. The O–H· · ·O bond between

phosphate group and OH group of deoxyribose ring, constantly present with increasing trend

of strength along the pseudo-rotation path.
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Figure 4: (a) Changes of the conformational energy �E with regard to the planar form;
(b) the puckering amplitude q2, (c) the H-bond distance R, and (d) H-bond strength order
BSO n along the pseudo-libration path described as a function of the puckering angle �2.
Calculated at the !B97X-D/6-31++G(d,p) level of theory.

As reflected by Figure 5, there is direct relationship between H-bond length and H-bond

strength for O–H· · ·O bonds, and to some extent for C2–H· · ·O bond but not in the case

of C1–H· · ·O bonds. And the direct relationship is not always true as numerous examples

have shown.59,61
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Figure 5: Correlation between H-bond strength and H-bond length. Calculated at the
!B97X-D/6-31++G(d,p) level of theory.

Internal H-bond strength and covalent/electrostatic character

The weakest H-bond (BSO n = 0.228) is found for the C2–H· · ·O bond at �2=198.0� which

is weaker than the H-bond in the formaldehyde dimer R3, (BSO n = 0.241, see Table 2).

The C2–H· · ·O bond at �2=252.0� has the strongest H-bond (BSO n = 0.392) see Figure

6, which is even stronger than the H-bond in the water dimer R1 with a BSO n value of

0.360, see Table 2. The percentage of conformers with BSO n values between 0.3 and 0.40

is 82.0%, in the range of the most common H-bond types in water clusters.65 This clearly

shows that the intermolecular H-bonds are of considerable strength and that they are an

important feature of dCMP.

13



C1-HꔇO 
C2-HꔇO 
O - HꔇO 
References

 φ2 = 252.0°

 φ2 = 198.0°

82.0% between 0.30 and 0.40

Water dimer

Formaldehyde dimer

BS
O
n

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

Force Constants ka [mdyn/Å]
0 0.1 0.2 0.3

Figure 6: Bond strength BSO n of the H-bonds of dCMP as a function of the corresponding
local stretching force constant ka as determined via Equation 2. For comparison H-bonded
complexes R1 - R4 defined in Figure 7 are included. Dashed horizontal lines mark BSO n
values of 0.3, 0.35, and 0.4 respectively. Calculated at the !B97X-D/6-31++G(d,p) level of
theory.

Figure 7: Reference complexes R1 - R4. The intramolecular H-bond distance (Å) is given in
red color, the corresponding BSO n value in blue color, and energy density H(c) (Hartree/Å3)
in green color. Calculated at the !B97X-D/6-31++G(d,p) level of theory.

In addition to the H-bond strength we evaluated the covalent/electrostatic character

of the H-bonds applying the Cremer-Kraka criterion of covalent bonding85–87,97 described

above. As reflected by data in Table 1 Hc values range from -0.006 Hartree/Å3 (covalent
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Table 2: Properties of hydrogen bonded reference complexes R1 - R4

Molecule ka BSO n R(HB) ⇢ c Hc

R1 0.209 0.360 1.905 0.183 -0.001
R2 0.214 0.362 1.895 0.176 0.002
R3 0.044 0.241 2.457 0.071 0.003
R4 0.116 0.309 1.981 0.162 -0.004

Force constant ka in mdyne/Å, H-bond length
R(HB) in Å, ⇢ c in e/Å3 and Hc in Hartree/Å3.
Reference complexes R1 - R4 are shown in
Figure 7. Calculated at the !B97X-D/6-
31++G(d,p) level of theory.

character) for C2—H· · ·O at the �2 = 234�, 252�(strongest H-bond, BSO n = 0.392) and

270� to 0.009 Hartree/Å3 (electrostatic character) for C1—H· · ·O at the �2 = 180� starting

point (BSO n = 0.377) and �2 = 1234� (BSO n = 0.376). Similar values were also found

for the H-bonds of the reference compounds R1 - R4, see Table 2. Figure 8a does not show
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Figure 8: (a) Correlation between amplitude q2 and energy density Hc . (b) Correlation of
BSO n and energy density Hc. Calculated at the !B97X-D/6-31++G(d,p) level of theory.

general correlation between energy density Hc values and the amplitudes q2 for H-bonds of

dCMP and it was not far from our expectations. Although Hc is taken at a single point,

the amplitude q2 is a more global property representing complex geometry changes caused

by ring puckering. However, one finds a clear separation into different types of H-bond
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type, which according to the correlation of BSO n values with Hc (the Figure 8b), leads to

a different electronic environment. O–H· · ·O bonds are spread from -0.004 Hartree/Å3 to

-0.001 Hartree/Å3 in covalent region and C1—H· · ·O bonds with Hc = 0.008 Hartree/Å3

and 0.009 Hartree/Å3 has the less covalent character. C2—H· · ·O bonds are scattered in

both covalent and electrostatic regions, starting with the most covalent character -0.006

Hartree/Å3 and ending with 0.005 Hartree/Å3. As we described earlier the C2—H· · ·O

bond is formed between phosphate group and nitrogenous base which at the beginning of

pseudo-rotation path �2 = 180� has less covalent character and becomes more covalent as

close as it gets to the global minimum.

Conclusions and outlook

For the first time, the Cremer-Pople ring puckering analysis and the Konkoli-Cremer local

mode analysis, accompanied by topological analysis of the electron density, were used to sys-

tematically investigate the interplay between deoxyribose ring puckering and intramolecular

H-bonding in Deoxycytidine (dCMP). Our work has led to the following conclusions:

• We found incomplete pseudo-rotation paths on the CESs caused by ring inversion for

dCMP, similar to deoxyribonucleosides in our previous study26 where we we coined

an open curve pseudo-rotation path as pseudo-libration. But due to the phosphate

group, there are more H-bonds, which shortens the pseudo-libration path. Also, on

the pseudo-libration paths a global minimum in the range of �2 = 270- 288� could be

identified but not a local minimum or transition state.

• Our work showed that ring puckering plays the dominant role on determining the

conformational flexibility of dCMP among two major factors (ring puckering and in-

ternal H-bonding). The largest puckering amplitude q2 = 0.408 Åoccurs in the �2 =

270 � which is the global minimum region. This suggests that the lower the conforma-

tional energy, the larger the puckering amplitude, which is consistent with our previous
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work.26

• We found three H-bonds (O–H· · ·O bond and two C–H· · ·O bond which occurs between

phosphate group with ribose ring and nitrogenous base of dCMP), then quantitatively

assessed the H-bonds strength along the pseudo-rotation paths via bond strength orders

BSO n derived from local vibrational force constants. The number of H-bonds decreases

along the pseudo-rotation path, from three at the start to two at the global minimum

and one at the end of the path. The O–H· · ·O bond between phosphate group and

OH group of deoxyribose ring, constantly present with increasing trend of strength

along the pseudo-rotation path but C1–H· · ·O bond just found in �2 = 180-234 �. We

found a direct correlation between H-bonds strength and H-bonds length for O–H· · ·O

bond and C2–H· · ·O bond but we did not find it in C1–H· · ·O. We found the shortest

and strongest O–H· · ·O bond and C2–H· · ·O bond at �2 = 324 � outside the global

minimum region close to the end point and �2 = 252� respectively. These results clearly

reveal that H-bonding determines the shape and length of the pseudo-libration paths.

This new analysis could be extended to different types of deoxyribonucleotides to un-

derstand the influence of puric and pyrimidic bases on formation internal H-bonding.
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