
SMU Data Science Review SMU Data Science Review 

Volume 1 Number 4 Article 6 

2018 

Improving VIX Futures Forecasts using Machine Learning Improving VIX Futures Forecasts using Machine Learning 

Methods Methods 

James Hosker 
Southern Methodist University, jhosker@smu.edu 

Slobodan Djurdjevic 
Southern Methodist University, sdjurdjevic@smu.edu 

Hieu Nguyen 
Southern Methodist University, hdnguyen@smu.edu 

Robert Slater 
Southern Methodist University, rslater@smu.edu 

Follow this and additional works at: https://scholar.smu.edu/datasciencereview 

 Part of the Analysis Commons, Applied Statistics Commons, Artificial Intelligence and Robotics 

Commons, Business Analytics Commons, Databases and Information Systems Commons, Data Storage 

Systems Commons, Finance and Financial Management Commons, Insurance Commons, Management 

Sciences and Quantitative Methods Commons, Numerical Analysis and Scientific Computing Commons, 

Portfolio and Security Analysis Commons, Programming Languages and Compilers Commons, Statistical 

Models Commons, Technology and Innovation Commons, and the Theory and Algorithms Commons 

Recommended Citation Recommended Citation 
Hosker, James; Djurdjevic, Slobodan; Nguyen, Hieu; and Slater, Robert (2018) "Improving VIX Futures 
Forecasts using Machine Learning Methods," SMU Data Science Review: Vol. 1: No. 4, Article 6. 
Available at: https://scholar.smu.edu/datasciencereview/vol1/iss4/6 

This Article is brought to you for free and open access by SMU Scholar. It has been accepted for inclusion in SMU 
Data Science Review by an authorized administrator of SMU Scholar. For more information, please visit 
http://digitalrepository.smu.edu. 











3 and 5-days forward.  Appendix 11 contains the complete test and training data 

graphs and tables for the ARIMA analysis for 1-mth VIX futures both 3 and 5 days 

forward. 

 

Fig. 18.  ARIMA Residual Plot of Test Data for 1-mth VIX Futures (UX1) 3 and 5-days 

Forward (Jun 2015 to Jun 2018 for Test) 

Table 7 is shows that the ARIMA model has a good explained variance and low 

MSE.  However, it can be difficult to add more variables to the ARIMA model 

(multivariate ARIMA) compared to RNN and LSTM.  In addition, ARIMA can have 

trouble forecasting inflection points based solely on the prior response level. 

Table 7.  Some Quality Assessment Results of ARIMA Model 

Traditional 75%/25% Train/Test Split 

Output 

Forecasted 

Inputs R2
test MSEtest 

3D Fwd. 1 0.52 6.44 

5D Fwd. 1 0.36 8.63 

4.4   Machine Learning:  Ensemble Method 

The ensemble method incorporates the error term from the forecast of the prior day.  

In our implementation, the data was first normalized, and then the ensemble method 

was used with a linear regression method, incorporating the prior error term into the 

forecast.  In our case the error term cannot be known until 3 or 5 days from the 

closing price for each day in the dataset.  

Feature Selection for Ensemble:  Fig. 19 shows the top 15 predictors (input 

variables) plus 1 error term from our ensemble model for UX1 3 and 5 days forward.  

The top 15 predictors explain a majority of the variance and reduces the MSE to a 

minimum level.   

Bootstrapping refers to any test or metric that relies on random sampling with 

replacement. It falls in to the broader class of resampling methods. It generates a new 

dataset for each ensemble member by bootstrapping, i.e. sample N items with 

Residuals jump during high vol; 
otherwise, variance fairly constant 

Residuals jump during high vol; 
otherwise variance fairly constant 
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replacement from the original N.  Bagging uses bootstrap sampling to obtain the data 

subsets for training the base learners.  In addition, bagging uses averaging for 

regression. 

In addition, ensemble usually adds an error term as an input to forecast the 

response variables after finding the optimal model.   First, the error term for our 

dataset has to be moved forward 3 or 5 days because it is not known until the actual 

UX1 level 3 or 5-days forward is realized.  Second, the error term is also predicted 

as a third response variable, which is not moved forward, since it is used as our 

training data response variable.  The added error term improves the estimate.  The 

predicted error term is added to the predicted UX1 levels 3 or 5-day forward using out 

data set with the error term as an input moved forward.  In our case, ensemble chose 

decision trees as the best estimator. 

 

Fig. 19.  Ensemble Top 15 Predictors plus 1 Error Term that Provide Optimal Results for UX1 

3 and 5D Forward (Jul 2006 to Jun 2015) 

Top Predictors (Inputs):  UX6_HILO, VVIX, VVIX_HILO, UX4MUX2, 

UX3MUX2, UX7MUX2, UX7MUX4, UX6MUX2, M6_200_100,  M3_150_100, 

M2_120_80, M3_100_80, M2_200_100, M3_200_100, M1_150_100 and 

TRAIN_ERR (training error term).    See Appendix 3 for descriptions of each 

variable.   The set of variables for 3 and 5-days forward is the same. 

Optimization of Hyper-Parameters for BaggingRegressor Function in Python:  

The parameters are optimized by iterating using ParameterGrid for base estimator, 

maximum sample, maximum feature, and bootstrap (on or off) and bootstrap features 

(on or off).  In addition, the base estimator iterates over estimators DecisionTree, 

DummyRegressor, DecisionTreeRegressor, KNeighborRegressor and SVR.  The 

optimal hyper-parameters using the best estimator (DecisionTree) are all the samples 

(1.0), all the features (1.0), bootstrapping (True) and bootstrap features (False). 

Quality Assessment of Results for Ensemble Incorporating Error Term:  Fig. 20 

shows the ensemble scatterplot of the output for the training versus test actual and 

estimated values as well as 1 to 1 plot of the perfect output for the training dataset as a 

benchmark for UX1 both 3 and 5 days forward.  The scatterplots show an estimate 

with increasing variance as volatility increases compared to the 1 to 1 plot line for the 

test estimate while the training estimates shows better results and a tighter variance 

versus the 1 to 1 plot.  Appendix 12 contains the complete test and training data 
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graphs and tables for the ensemble analysis for 1-mth VIX futures both 3 and 5 days 

forward.   

  

Fig. 20.  Ensemble Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX 

Futures 3 and 5 days Forward  

Table 8 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.  The ensemble decision tree (DT) using bagging regression 

with a prior error term (DT with error term) shows great results for our traditional 

75% train/25% test data split with a high explained variance (R2) and low MSE but 

the 10-split time series cross validation shows a higher MSE and much lower 

explained variance.  The higher MSE for the 10-split cross validation is due to much 

less accurate predictions of inflection points, such as the mortgage crisis of 2008 (the 

Great Recession) and the European debt crisis (the PIGS).   Additionally, our model 

attempts to capture these inflection points.  Similarly, for UX1 5D forward, the 

predictions or estimates also have good results for our 75% training /25% test data but 

worse results using our 10-split time series cross validation.  For the output of our 

accuracy matrix, see Appendix 12.   Once again, the accuracy matrix is good for the 

traditional split UX1 3D forward but less accurate for the traditional split of UX1 5D 

forward. 

Table 8.  Some Quality Assessment Results of Ensemble Decision Tree using Bagging 

Regression with Prior Error Term 

Output Inputs  Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 16 0.98 0.40 1.58 9.11 0.99 0.80 0.05 43.49 

5D Fwd. 16 0.99 0.26 0.14 15.57 0.99 0.59 -0.19 49.45 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

4.5   Machine Learning:  Least Absolute Shrinkage and Selection Operator 

(LASSO) 

For the Least Absolute Shrinkage and Selection Operator (LASSO) method, the data 

was first normalized and then then the linear model for LASSO was run in python 
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(‘linear_model.Lasso’).  The LASSO performs both variable selection and 

regularization in order to enhance the prediction accuracy and interpretability of the 

statistical model.  

Dimensionality Reduction for LASSO:  For UX1 3D forward, LASSO reduced  

the input dimensions from 71 to 16 and for 5D forward, from 71 to 15.  LASSO 

reduces the number of predictors, identifies important predictors, selects among 

redundant predictors and produces shrinkage estimates with lower predictive errors 

than ordinary least squares.   The selected input variables of LASSO are then used 

to select the final inputs of the linear regression model.     

Top Predictors (Inputs):  UX1 3D forward has 16 inputs and UX1 5D Forward has 

15 inputs with a  94% overlap.  LASSO for UX1 3D forward has the following 

inputs: UX7MUX2, UX8MUX2, VVIX, VVIX_HILO, M1_120_80, M1_150_100, 

M1_200_100, M2_120_80, M2_100_80, M2_200_100, M3_120_80, M3_100_80, 

M3_200_100, M6_120_80, M6_100_80, M12_200_100.  LASSO for UX1 5D 

forward has all the same input excluding one, M2_200_100. See Appendix 3 for 

descriptions of each variable.    

Optimization of Hyper-Parameters for LASSO:  Alpha is the elasticity factor that 

controls the balance between lasso and ridge penalties.  Our analysis uses a higher 

alpha of 0.95 (testing a range between 1.0 and 0) to reduce the MSE for both UX1 3 

and 5-days forward shown in Fig. 21.  The objective function is following: 

min ww  [[  (1 / (2 * n samples)) * ||X-y||22 + α * ||w||1 ]   (1)6
 

The lasso estimate thus solves the minimization of the least-squares penalty with  

α*||w||1 added, where α is a constant and ||w||1 is the L1-norm of the parameter vector.  

The higher the alpha value, more restriction on the coefficients; while the lower the 

alpha, more generalization and coefficients are barely restricted (at zero, it becomes a 

simple linear regression).  The maximum number of iterations does not seem to 

matter so we set it at 10k. 

 

Fig. 21.  LASSO Alphas versus MSE for test data for both UX1 3 and 5-days forward (Jun 

2015 to Jun 2018 ) 

                                                           
6 http://scikit-learn.org/stable/modules/linear_model.html 

alpha = 0.95 alpha = 0.95 
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Quality Assessment of Results for LASSO:   Fig. 22 shows the LASSO scatterplot 

of the output for the training versus test actual and estimated values as well as 1 to 1 

plot of the perfect output for the training dataset as a benchmark for both UX1 3 days 

forward.  The scatterplots show generally a linear relationship for both the test and 

training estimates for 3 days forward.  In addition, Fig. 22 shows the LASSO error 

histogram of the actual versus estimated for the test data sets for UX1 for 3 days 

forward.  The test data error histograms are slightly right skewed but more normal 

than other models so far, indicating a slightly better fit using LASSO.  Similar 

results exist for 5-days forward as shown in Fig. 23.  Appendix 13 contains the 

complete test and training data graphs and tables for the LASSO analysis for 1-mth 

VIX futures both 3 and 5 days forward. 

 

Fig. 22.  LASSO Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

3-days Forward and Error Histogram of Estimated Test vs. Actual UX_3D_FWD  (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

 

Fig. 23.  LASSO Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

5-days Forward and Error Histogram of Estimated Test vs. Actual UX_5D_FWD (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

Table 9 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.   Using 10-split cross validation, the MSE of the test data 

is higher and the R2 of the test is higher than the traditional split.  The results so far 
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look very good compared to the models analyzed so far except the MSE for our 10-

Split cross-validation is higher.  For the output of our accuracy matrix, see Appendix 

13.  

Table 9.  Some Quality Assessment Results of LASSO  

Output  Inputs   Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 16 0.83 0.39 14.21 16.16 0.91 0.72 0.33 42.75 

5D Fwd. 15 0.81 0.22 16.09 18.54 0.90 0.62 0.32 53.64 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 
correlation of the actual to the estimated test data set (out-sample) 

4.6   Machine Learning:  Support Vector Regression (SVR) 

For the Support Vector Machine Regression (SVR) method, the data was first 

normalized.   

Dimensionality Reduction for SVR:  For SVR, the top features from the ensemble 

and LASSO model are used as optimized inputs.  The inputs from ensemble worked 

the best and ensemble reduced dimensionality to 15 inputs.  

Top Predictors (Inputs):  UX6_HILO, VVIX, VVIX_HILO, UX4MUX2, 

UX3MUX2, UX7MUX2, UX7MUX4, UX6MUX2, M6_200_100,  M3_150_100, 

M2_120_80, M3_100_80, M2_200_100, M3_200_100, M1_150_100.    See 

Appendix 3 for descriptions of each variable.   The input variables for 3 and 5-days 

forward are the same. 

Optimization of Hyper-Parameters for SVR:  The parameters optimized are the 

following:  the better kernel is linear; penalty factor (c) is 0.1; max iterations = 10k; 

and tolerance is 0.0001.  The better kernel is linear but the sigmoid, rbf, and poly 

kernels were tested as well.  The penalty factor of the error term was moved to 0.1 

with the better results, after testing a range from 1.0 to 0.01.  For large values of (c), 

the optimization will choose a smaller-margin hyperplane if that hyperplane does a 

better job of getting all the training points classified correctly. Conversely, a very 

small value of (c) will cause the optimizer to look for a larger-margin separating 

hyperplane, even if that hyperplane misclassifies more points. A hard limit of 10K for 

number of iterations was set.  The criteria of tolerance for stopping was made tighter 

from 0.001 to 0.0001 to achieve better results. 

Quality Assessment of Results for SVR:   Fig. 24 shows the SVR scatterplot of 

the output for the training versus test actual and estimated values as well as 1 to 1 plot 

of the perfect output for the training dataset as a benchmark for both UX1 3 days 

forward.  The scatterplots show generally a linear relationship for both the test and 

training estimates for 3 days forward; however, there are a few data points with large 

variances from the 1 to 1 line.  In addition, Fig. 24 shows the SVR error histogram 

of the actual versus estimated for the test data sets for UX1 for 3 days forward.  The 

test data error histograms are only slightly left skewed but still closer to normal, 

indicating a better fit.  Similar results exist for 5-days forward as shown in Fig. 25.  

Appendix 13 contains the complete test and training data graphs and tables for the 

SVR analysis for 1-mth VIX futures both 3 and 5 days forward. 
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Fig. 24.  SVR Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 3-

days Forward and Error Histogram of Estimated Test vs. Actual UX_3D_FWD  (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

  

Fig. 25.  SVR Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 5-

days Forward and Error Histogram of Estimated Test vs. Actual UX_5D_FWD (Jul 2006 to Jun 

2015 for Train & Jun 2015 to Jun 2018 for Test) 

Table 10 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.   Using 10-split cross validation, the MSE of the test data 

is higher and the R2 of the test is higher than the traditional split.  The results so far 

look very good compared to the models analyzed so far except the MSE for our 10-

Split cross-validation is high.  For the output of our accuracy matrix, see Appendix 

14.  

Table 10.  Some Quality Assessment Results of SVR  

Output  Inputs   Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 15 0.82 0.19 18.81 15.11 0.91 0.72 0.34 30.28 

5D Fwd. 15 0.80 0.12 18.41 16.85 0.90 0.63 0.34 28.99 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 
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4.7   Machine Learning:  Recurrent Neural Networks (RNN) 

In traditional neural networks, all inputs and outputs are independent with no memory 

of prior levels.  However, RNNs and LSTMs have “memory” to capture information 

about what is already calculated in the prior time series.  Three of the many factors 

to optimize in neural networks (RNN and LSTM) are number of epochs, batch size 

and number of iterations.   

 

Table 11 defines these inputs to the model.  For batch size, 44 business days (2-

mth) turns out to be optimal for RNN and 66 business days (3-mths), for LSTM.  

This makes sense since generally markets have shorter memories. 

Table 11.  Definition of Three Inputs in NN model for RNN and LSTM  

Input Variable Definition 

1 Epoch 1 forward & 1 backward pass of all the training data 

Batch Size total number of data samples in a single batch for one 

forward and backward pass 

Iterations the number of batches or passes needed to complete 1 epoch 

1 Pass 1 one forward and one backward pass 

Inputs:  All 71 inputs are utilized for both response variables  

Optimization of Hyper-Parameters for RNN:  The parameters optimized are the 

following using GridSearchCV in Python:  optimizer is Adam; initialization mode is 

uniform; loss function is mean squared error; activation function is relu; number of 

neurons for each layer is 150; metric output is accuracy; epochs is 300; batch size is 

44 (approximately two months of data); dropout rate is 0 and learning rate is 0.001.    

A smaller number of layers and neurons used due to our smaller data set of only 71 

inputs of 3009 entries each.  The number of hidden layers is 1 with 10 neurons with 

one output layer for our response variable.  For the traditional 75% training / 25% 

test split, the training input size is 2256 by 71.  

Quality Assessment of Results for RNN:   Fig. 26 shows the validation accuracy 

versus loss per epoch for the training data, which shows that there is little 

improvement after 200 epochs for UX1 3 and 5-days forward.  The lower the loss, 

the better a model (unless the model has over-fitted to the training data).  
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  UX1 3D Forward    UX1 5D Forward 

 

Fig. 26.  Validation Accuracy versus Loss per Epoch for Training Data for both 1-mth VIX 

Futures 3 and 5-Days Forward 

The loss is calculated on training and validation.  The interpretation of the loss is 

how well the model is doing for these two sets. Unlike accuracy, loss is not a 

percentage. It is a summation of the errors made for each example in training or 

validation sets. 

Fig. 27 shows the RNN scatterplot of the output for the training versus test actual 

and estimated values as well as 1 to 1 plot of the perfect output for the training dataset 

as a benchmark for both UX1 3 and 5-days forward.  The scatterplots show generally 

a linear relationship for both the test and training estimates for 3 days forward.  In 

addition, Fig. 27 shows the RNN error histogram of the actual versus estimated for 

the test data sets for UX1 for 3 days forward.  The test data error histograms are 

closer to a normal distribution, indicating a better fit and the variance of the test 

estimated are closer to the 1 to 1 line, indicating less variance.  Similar results exist 

for 5-days forward as shown in Fig. 28.  Appendix 15 contains the complete test and 

training data graphs and tables for the RNN analysis for 1-mth VIX futures both 3 and 

5 days forward. 

  

Fig. 27.  RNN Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 3-

days Forward and Error Histogram of Estimated Test vs. Actual UX_3D_FWD  (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 
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Fig. 28.  RNN Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 5-

days Forward and Error Histogram of Estimated Test vs. Actual UX_5D_FWD (Jul 2006 to Jun 

2015 for Train & Jun 2015 to Jun 2018 for Test) 

Table 12 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.   Using 10-split cross validation, the MSE of the test data 

is higher and the R2 of the test is about the same as the traditional split.  Overall for 

both the traditional and 10-split cross validation, the results are very good compared 

to the models analyzed so far with higher variance explained (R2) and lower MSE.  

For the output of our accuracy matrix, see Appendix 15.  

Table 12.  Some Quality Assessment Results of RNN  

Output  Inputs   Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 71 0.96 0.42 4.01 15.87 0.98 0.60 0.43 22.34 

5D Fwd. 71 0.95 0.03 4.8 15.48 0.98 0.49 0.45 23.37 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

4.8   Machine Learning:  Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is similar to RNN but can have a longer memory 

of prior forecasts.  Having multiple layers (a deeper network) makes your network 

more eager to recognize certain aspects of input data; however, our data is not as 

complex and only one hidden layer seems to improve performance over other models.  

Inputs:  All 71 inputs are utilized for both response variables.  

Optimization of Hyper-Parameters for LSTM:  The parameters optimized are the 

following using GridSearchCV in Python:  optimizer is Adam; initialization mode is 

uniform; loss function is mean squared error; activation function is relu; number of 

neurons for each layer is 150; metric output is accuracy; epochs is 300, batch size is 

66 (approximately three months of data); refit data is True; dropout rate is 0; and 

learning rate is 0.001.  A smaller number of layers and neurons used due to our 

smaller data set of only 71 inputs of 3009 entries each.  The number of hidden layers 

is 1 with 10 neurons with one output layer for our response variable.  For the 

traditional 75% training / 25% test split, the input size is 2256 by 71.  
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Quality Assessment of Results for LSTM:   Fig. 29 shows the validation accuracy 

versus loss per epoch for the training data, which shows that there is little 

improvement after 200 epochs for UX1 3 and 5-days forward.  The lower the loss, 

the better a model (unless the model has over-fitted to the training data). The loss is 

calculated on training and validation and its interpretation is how well the model is 

doing for these two sets. Unlike accuracy, loss is not a percentage. It is a summation 

of the errors made for each example in training or validation sets. 

  UX1 3D Forward    UX1 5D Forward 

  

Fig. 29.  Validation Accuracy versus Loss per Epoch for Training Data for both 1-mth VIX 

Futures 3 and 5-Days Forward 

Fig. 30 shows the LSTM scatterplot of the output for the training versus test actual 

and estimated values as well as 1 to 1 plot of the perfect output for the training dataset 

as a benchmark for both UX1 3 days forward.  The scatterplots show generally a 

linear relationship for both the test and training estimates for 3 days forward.  In 

addition, Fig. 30 shows the LSTM error histogram of the actual versus estimated for 

the test data sets for UX1 for 3 days forward.  The test data error histogram has a left 

skew unlike RNN.  Similar results exist for 5-days forward as shown in Fig. 31.  

Appendix 16 contains the complete test and training data graphs and tables for the 

LSTM analysis for 1-mth VIX futures both 3 and 5 days forward. 
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Fig. 30.  LSTM Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

3-days Forward and Error Histogram of Estimated Test vs. Actual UX_3D_FWD  (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

 

Fig. 31.  LSTM Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

5-days Forward and Error Histogram of Estimated Test vs. Actual UX_5D_FWD (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

Table 13 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.   Using 10-split cross validation, the MSE of the test data 

is higher and the R2 of the test is about the same as the traditional split.  Overall for 

both the traditional and 10-split cross validation, the results are good compared to the 

models analyzed but still a slight left skew in the histogram and a bit more variance 

from the 1 to 1 line compared to RNN.  The MSE is slightly higher for 10-split cross 

validation of the time series than for the traditional split.  For the output of our 

accuracy matrix, see Appendix 16.  

Table 13.  Some Quality Assessment Results of LSTM  

Output  Inputs   Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 71 0.96 0.42 4.01 15.87 0.98 0.60 0.43 22.34 

5D Fwd. 71 0.96 0.03 3.76 21.62 0.98 0.42 0.45 23.37 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

4.9   Machine Learning:  Random Forest (RF) 

Random Forest (RF) is an ensemble method that performs feature selection. 

Top Features (Inputs):  UX7MUX2, UX6MUX2, M3_100_80, UX5MUX2, 

UX6MUX3, M3_120_80, UX7MUX3, M2_120_80, M2_100_80, UX4MUX2, 

M2_200_100, UX7MUX4, UX2_HILO, and M12_200_100.    See Appendix 3 for 

descriptions of each variable.   See Appendix 3 for descriptions of each variable.  
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The top 14 input variables for 3 and 5-days forward are the same. And shown in Fig. 

32.   

 

Fig. 32.  Top 14 Features Selected for 1-mth VIX Futures 3 and 5-Days Forward 

Optimization of Hyper-Parameters for RF:  The parameters optimized are the 

following using GridSearchCV in Python:  trees or estimators are 200, criterion is 

mean squared error, maximum depth has no limit, minimum leaf samples are 1, max 

features are auto, and bootstrap is True.  Fig. 32 show the output of both 3 and 5-day 

feature selection using the top 15 factors to explain most of the variance. 

Quality Assessment of Results for RF:   Fig. 33 shows the RF scatterplot of the 

output for the training versus test actual and estimated values as well as 1 to 1 plot of 

the perfect output for the training dataset as a benchmark for both UX1 3 days 

forward.  The scatter plots show a bias to low ranges in the training data estimate 

which actually works for our test data estimate.  Since the VIX generally stays at 

lower volatility levels, it makes sense a majority of the trees would have a lower 

range.  Decision trees tend to have high variance when they utilize different training 

and test sets of the same data, since they tend to overfit on training data. This can lead 

to poor performance on forecasting inflection points. Unfortunately, this limits the 

usage of decision trees in predictive modeling as seen in our results.  In addition, 

Fig. 33 shows the RF error histogram of the actual versus estimated for the test data 

sets for UX1 for 3 days forward.  The test data error histogram has a right skew.  

Similar results exist for 5-days forward as shown in Fig. 34 but for 5-days the error 

histogram has more of a normal distribution.  Appendix 17 contains the complete 

test and training data graphs and tables for the RF analysis for 1-mth VIX futures both 

3 and 5 days forward. 
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Fig. 33.  RF Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 3-

days Forward and Error Histogram of Estimated Test vs. Actual UX_3D_FWD  (Jul 2006 to 

Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

  

Fig. 34.  RF Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 5-

days Forward and Error Histogram of Estimated Test vs. Actual UX_5D_FWD (Jul 2006 to Jun 

2015 for Train & Jun 2015 to Jun 2018 for Test) 

Table 14 shows a summary of results for both our 10-split cross validation and the 

75%/25% train/test split.   Using 10-split cross validation, the MSE of the test data 

is higher and the R2 of the test is about the same as the traditional split.  Overall for 

both the traditional and 10-split cross validation, the results are good compared to the 

models analyzed except for the bias toward a lower volatility forecast.  The MSE is 

slightly higher for 10-split cross validation of the time series than for the traditional 

split.  RF has some of the best quality metrics (high accuracy, low MSE, etc.); 

however similar to ensemble, predicting training data is biased to lower volatility 

forecasts due to the overfit even using the 10-split CV.  For the output of our 

accuracy matrix, see Appendix 17. 
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Table 14.  Some Quality Assessment Results of RF  

Output Inputs  Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)* ρ(test)* R2
test MSEtest 

3D Fwd. 14 0.43 0.97 62.93 0.41 0.71 0.98 0.37 45.52 

5D Fwd. 14 0.33 0.96 74.55 0.54 0.61 0.98 0.35 50.34 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

5   Analysis 

In this section, the results of choosing the best model for each method are compared 

for 1-mth VIX futures 3 and 5-days forward.  In addition, the accuracy matrix 

calculations are presented and analyzed. 

5.1   Analysis of Forecast Results for 1-Mth VIX Futures 3-Days Forward 

Table 15 and 16 shows the result for the 1-mth VIX futures forecast 3 days forward 

across all models for both traditional 75% train/25% test split and cross-validation 10-

split time series.  The best first and second results for each column are highlighted in 

yellow.  Across the multiple metrics, the machine/deep learning models RNN, 

LSTM, RF and the ensemble decision tree using bagging regressor with prior error 

term (Ensemble DT with Err. Term) have better quality assessment metrics compared 

to the other models.  RNN has the best metrics for both the traditional 75% 

train/25% test split and the cross validation with 10 time series splits.  Explained 

variance for the test data sets are generally low across most models.  RF has great 

quality assessment, but it can be biased to lower volatility forecasts (see section 4.9).  

Similarly, the ensemble DT with error term (see section 4.4) shows great results for 

our traditional 75% train/25% test data split with a high explained variance (R2) and 

low MSE but the 10-split time series cross validation shows a higher MSE and much 

lower explained variance, indicating potential overfitting using the traditional split.  

For RF and DT with error term, the higher MSE for the 10-split cross validation is 

due to much less accurate predictions of inflection points, such as the mortgage crisis 

of 2008 (the Great Recession) and the European debt crisis (the PIGS).   

Additionally, our model attempts to capture these inflection points. 

 

 

 

34

SMU Data Science Review, Vol. 1 [2018], No. 4, Art. 6

https://scholar.smu.edu/datasciencereview/vol1/iss4/6



Table 15.  Quality Assessment Results of Best Models Using Cross Validation with 10 Time 

Series Splits for 1-mth VIX Futures 3-Days Forward 

Method / Input Reduced / Cross Validation with 10 Time Series Splits 

Model Features 

Selected 

MSE 

Test 

MSE 

Train 

R2 / Var 

Explain Test 

R2 / Var 

Explain Train 

RNN 71 22.34 13.00 0.429 0.870 

RF 14 45.52 0.86 0.369 0.987 

LSTM 71 79.16 19.37 0.289 0.665 

Ensemble DT Err. 

Term 

16 43.49 0.15 0.054 0.998 

PCA 10 29.10 16.19 0.339 0.787 

SVR 15 30.28 16.18 0.344 0.776 

LASSO 16 42.76 13.41 0.326 0.811 

MLR 13 26.76 14.37 0.325 0.814 

Table 16.  Quality Assessment Results of Best Models Using Traditional 75% Train / 25% 

Test Time Series Split for 1-mth VIX Futures 3-Days Forward 

Method or 

Model 

Input 

Reduced / 

Traditional 75% Train / 25% Test 

 Features 

Selected 

MSE 

Test 

MSE 

Train 

MAE 

Test 

MAE 

Train 

R2 / Var 

Expl Train 

R2 / Var 

Expl Test 

Corr 

Train 

Corr 

Test 

RNN 71 15.87 4.01 3.24 1.58 0.959 0.421 0.98 0.60 

RF 14 0.41 62.93 0.42 5.41 0.433 0.973 0.71 0.99 

LSTM 71 22.69 3.81 3.66 1.50 0.956 -0.02 0.98 0.54 

Ensemble  16 9.11 1.58 1.96 0.83 0.98 0.40 0.99 0.80 

PCA 10 19.38 11.80 3.33 2.61 0.861 0.220 0.93 0.70 

SVR 15 18.80 15.12 3.18 2.83 0.822 0.186 0.91 0.72 

LASSO 16 16.17 14.21 3.20 2.84 0.832 0.390 0.91 0.72 

MLR 13 18.94 15.22 3.09 2.98 0.820 0.155 0.91 0.73 

ARIMA 13 6.44     0.521   

Our accuracy matrix compares the estimated and actual 1-mth VIX futures 3-days 

forward from the current level and determines if the forecast was actually higher or 

lower versus the estimated (see section 2.5 and Appendix 6).  As shown in Table 17, 

the accuracy matrix shows that RNN, LSTM and RF are better predictors with high 

true positives and true negative rates, but also lower false positive rate compared to 

the other models.  Most models have low false negative forecasts.  
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Table 17.  Accuracy Matrix using Traditional 75%/35% of Data for 1-mth VIX Futures 3-

Days Forward (Jun 2015 to Jun 2018)  

Traditional 75% Train / 25% Test Split 

Model True 

Positive 

Rate (%) 

True 

Negative 

Rate (%) 

False 

Positive 

Rate (%) 

False 

Negative 

Rate (%) 

RNN 90.8 36.7 63.3 9.2 
RF 94.4 96.3 3.7 5.6 

LSTM 93.1 34.6 65.4 6.9 
PCA 95.2 10.5 89.5 4.8 
SVR 94.2 16.4 83.6 5.8 

LASSO 94.2 14.0 86.0 5.8 
MLR 96.5 16.6 83.4 3.5 

Ensemble DT Err.  83.1 75.4 24.6 16.9 

RF and ensemble DT with error term for UX1 3D forward have great accuracy 

results for this 75% training /25% test data with high true negatives and positives as 

well as and low false negatives and positives.  However, the accuracy results are 

worse than RNN and LSTM using our 10-split time series cross validation.     

Fig. 35 shows the RNN actual versus the estimated UX1 3-days forward, which is 

our best model overall model and method.  The estimated forecasts do well versus 

the actual test data. 

 

Fig. 35.  RNN is Our Best Selected Model and Method. Plot of Actual vs. Estimated for UX1 

3-Days Using RNN (Jun 2015 to Jun 2018). 
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5.2   Analysis of Forecast Results for 1-Mth VIX Futures 5-Days Forward  

Similarly, Table 18 and 19 shows the result for the 1-Mth VIX futures forecast 5 days 

forward across all models.  The best first and second results for each column are 

highlighted in yellow.  Across the multiple metrics, the machine/deep learning 

models RNN, LSTM and RF have better quality assessment metrics compared to the 

other models.  RNN has the best metrics for both the traditional 75% train/25% test 

split and the cross validation with 10 time series splits.  Explained variance for the 

test data sets are generally low across most models.  Again, RF has great quality 

assessment, but it can be biased to lower volatility forecasts (see section 4.9).  

Moreover, the quality assessment for ensemble DT with error term for 5-days forward 

had worse results for both our 75% training /25% test data split and the 10-split time 

series cross validation (see section 4.4).     

Table 18.  Quality Assessment Results of Best Models Using Cross Validation with 10 Time 

Series Splits for 1-mth VIX Futures 5-Days Forward  

Method / Input Reduced / Cross Validation with 10 Time Series Splits 

Model Features 

Selected 

MSE 

Test 

MSE 

Train 

R2 / Var 

Explain Test 

R2 / Var 

Explain Train 

RNN 71 23.37 8.09 0.425 0.890 
RF 14 50.34 0.96 0.354 0.986 

LSTM 71 74.39 21.12 0.282 0.624 

Ensemble DT Err.  16 49.45 0.99 0.330 0.984 
PCA 10 30.39 18.10 0.334 0.763 
SVR 15 28.99 14.06 0.336 0.802 

LASSO 15 43.64 15.37 0.321 0.791 
MLR 13 29.35 16.55 0.315 0.786 

Table 19.  Quality Assessment Results of Best Models Using Traditional 75% Train / 25% 

Test Time Series Split for 1-mth VIX Futures 5-Days Forward 

Method 

or Model 

Input 

Reduced / 

Traditional 75% Train / 25% Test 

 Features 

Selected 

MSE 

Test 

MSE 

Train 

MAE 

Test 

MAE 

Train 

R2 / Var 

Expl Train 

R2 / Var 

Expl Test 

Corr 

Train 

Corr 

Test 

RNN 71 15.47 4.08 3.01 1.61 0.959 0.029 0.98 0.49 

RF 14 0.54 74.54 0.48 5.84 0.330 0.965 0.62 0.98 

LSTM 71 21.62 3.76 3.70 1.47 0.955 -0.062 0.97 0.42 

Ensemble 16 15.57 0.14 3.12 0.25 0.99 0.26 0.99 0.60 

PCA 10 21.93 13.76 3.52 2.78 0.838 0.029 0.92 0.61 

SVR 15 18.41 16.85 3.16 2.97 0.803 0.116 0.90 0.63 

LASSO 15 18.54 16.09 3.42 2.99 0.810 0.218 0.90 0.62 

MLR 13 22.09 17.25 3.33 3.12 0.796 -0.049 0.89 0.63 

ARIMA 13 8.63     0.357   

As shown in Table 20, the accuracy matrix shows that RNN, LSTM and RF are 

better predictors with high true positives and higher true negative rates, but also a 

lower false positive rate compared to the other models.  Most models have low false 
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negative rate.  For ensemble DT with error term, the accuracy results degrade 

compared to the other models for 5-days forward and compared to the results for 3-

days forward.    

Table 20.  Accuracy Matrix of Test Data using Traditional 75%/35% of Data for 1-mth VIX 

Futures 5-Days Forward (Jun 2015 to Jun 2018)  

Traditional 75% Train / 25% Test Split 

Model True 

Positive 

Rate (%) 

True 

Negative 

Rate (%) 

False 

Positive 

Rate (%) 

False 

Negative 

Rate (%) 

RNN 87.6 55.3 44.7 12.4 
RF 87.1 89.1 10.9 12.9 

LSTM 94.1 37.9 62.1 5.9 
PCA 95.1 11.9 88.1 4.9 
SVR 95.0 18.6 81.4 5.0 

LASSO 93.9 13.6 86.4 6.1 
MLR 96.9 16.7 83.3 3.1 

Ensemble DT Err. 92.5 29.2 70.8 7.5 

6   Ethics 

Ethics are moral principles that govern a person’s behavior. When it comes with 

investments in stocks and volatility, it is crucial to uphold customers privacy and data. 

Investment managers are always concerned about future market volatility. Employees 

should not provide non-disclosure information to anyone other than their team 

members.  If employees were to disclose classified information, this would lead to a 

reputational decline of the company, vendor or fund manager.  In addition to the 

reputation, consumers would have doubts. By having principles and ethics, this would 

maintain the integrity and trust of the data company, investment fund, and/or fund 

manager. 

It is crucial to uphold customer’s privacy around their data.  For our analysis, two 

agreements for our data must be observed, one with Bloomberg and one with Option 

Metrics.  First, Bloomberg users can download and analyze data, but cannot 

propagate it to individuals not associated with SMU, unless they have a Bloomberg 

license.  The Bloomberg rules of data for data proliferation require that a close to 

close data license must be confirmed with the recipient prior to dissemination of the 

data.   Option Metrics provides option implied volatility data.  Similar to 

Bloomberg, the data cannot be propagated unless they have required license 

confirmation.   Since our data set is combination of both data vendors, both licenses 

must be confirmed before dissemination of the data. 

All the models used in this paper rely heavily on the financial data and their 

accuracy. From ethics perspective, the consumers and publishers of the data have 

equal responsibility to ensure accuracy of the information, since its use can have a 

significant impact on many. From publisher’s perspective, correctness of the data is 

important since it is a starting point for conducting an analysis and determining a 
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course of action by the fund managers. Similarly, consumers of the data have an equal 

responsibility to have established and mature practices when creating models or using 

other methods to predict the volatility.  In addition, the decisions and actions made 

as a result of these models should be used in the best interest of the client.  Finally, 

this model should be used in conjunction with fundamental data and other models and 

methods for investment manager decisions.   

Generally speaking, ethics concerns with this particular topic on data can be 

applied to other inputs and outputs of the model.  All parties involved are expected 

to be responsible when it comes to handling privacy of the data and protect it from 

being used for unintended purposes that violates the agreements, privacy, and 

confidence of the true data owners. Similarly, the conclusions drawn using the 

methods and models outline in this paper should be used in conjunction with other 

methods. It is important to emphasis that all parties are responsible to ensure that 

unintended consequences of the data usage are prevented and eliminated.  

7   Conclusions 

Using the same training and test data set for the VIX, this paper built and compared 

three existing or common financial models to six machine learning regression model 

to determine if there is an improvement in volatility forecasting for the 1-mth VIX 

futures 3 and 5-day forward.  Our analysis showed that RNN and LSTM are the 

better machine/deep learning models in forecasting 1-mth VIX Futures 3 and 5-days 

forward with RNN chosen as the better models.  RNN has the best overall metrics 

and accuracy matrix for both the traditional 75% train/25% test split and the cross 

validation with 10 time series splits.  Compared to all existing and machine learning 

methods, RNN had better overall accuracy and the better MSE, MAE, correlation of 

actual versus estimated, and explained variance for both our traditional training/test 

data split of 75%/25% and a 10-split cross-validation of our time series data.  

Finally, for RNN, LSTM, RF and ensemble DT with error term, our accuracy matrix 

showed higher true positive and negative rates than other methods but more 

importantly a lower false positive rate than other methods (false negative was low for 

most models).   

There are some positive results individually for other models.  For the existing 

models, univariate AutoRegressive Integrated Moving Average (ARIMA) model was 

the closest to RNN and LSTM.  Random forest using feature selection also showed 

strong quality assessment results, but the forecast was generally bias toward lower 

volatility levels of 1-mth VIX futures 3 and 5-day forward, which occurs a majority of 

the time.  Similarly, the ensemble DT with error term provided strong quality 

assessment quality for our traditional 75% train/25% test data split but only for UX1 

3D forward .  For 3D forward, DT with error term showed worse quality assessment 

results for 10-split time series cross validation, indicating that our traditional split may 

have overfit the data.  In addition, for 5D forward, DT with error term showed worse 

quality assessment results than other models.  Moreover, RF and ensemble DT with 

error term performed worse in prediction inflection points of higher 1-mth VIX future 

levels, such as the mortgage crisis of 2008 (the Great Recession) and the European 
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debt crisis (the PIGS).   Additionally, our model attempts to capture these inflection 

points.  In contrast, RNN and LSTM likely work better around inflection or regime 

shifts in volatility, since they incorporate “memory” to capture information about 

what is already calculated in the predicted time series. 

Generally, ensemble methods such as RNN, LSTM, RF and DT with error term 

produced the better results, where RNN had the best overall result for our data set.  

Ensemble methods combined with feature selection techniques produce comparable 

result while reducing the complexity of the models.  Finally, RNN and LSTM 

combined with our K-split time series cross-validation method allow variables to be 

added without dimensionality reduction or feature selection unlike MLR, PCA and 

ARIMA and other methods. 
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