






  

Fig. A15.2.  RNN Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

(UX1) 3 and 5-days Forward (Jul 2006 to Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 

Fig, A15.3 shows the Actual versus the estimated test data only for UX1 both 3 and 5-days 

forward for RNN.  

  

Fig. A15.3  RNN Scatter Plot of Test Actual vs. Estimated for 1-mth VIX Futures (UX1) 3 

and 5-days Forward (Jun 2015 to Jun 2018) 

 

 

 

 

 

 

79

Hosker et al.: Forecasting VIX Futures Using Machine Learning

Published by SMU Scholar, 2018



Fig. A15.4 shows the RNN error histogram of the actual versus estimated for the 

test data sets for UX1 for 3 and 5-days forward.   

  

  

Fig. A15.4  RNN  Error Histogram of Estimated Training vs. Actual Training and Test vs. 

Actual Test for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jul 2006 to Jun 2015 for Train 

& Jun 2015 to Jun 2018 for Test) 

Fig. A15.5 shows the residual plot for UX1 3 and 5-days forward for RNN.  

  

Fig. A15.5  RNN Residual Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 

2015 to Jun 2018) 
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Fig. A15.6 shows the QQ plots of for UX1 3 and 5-days forward showing a mostly 

normal distribution. 

  

Fig. A15.6  RNN QQ Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 2015 to 

Jun 2018) 

Fig. A15.7 shows the test actual versus estimated line for UX1 for 3 and 5-days 

forward. 

  

Fig. A15.7.  RNN Test Actual versus Estimated Line for 1-mth VIX Futures (UX1) 3 and 5-

day Forward (Jun 2015 to Jun 2018) 
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Table A15.1 shows a summary of results for both our 10-split cross validation and 

the 75%/25% train/test split.   Using 10-split cross validation, the MSE of the test 

data is higher and the R2 of the test is about the same as the traditional split.  Overall 

for both the traditional and 10-sokit cross validation, the results are very good 

compared to the models analyzed so far with higher variance explained (R2) and 

lower MSE.  

Table A15.1  Some Quality Assessment Results of RNN  

Output 

Forecasted 

Inputs 

Reduced 

 Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)
* 

ρ(test)* R2
test MSEtest 

3D Fwd. 71 0.96 0.42 4.01 15.87 0.98 0.60 0.43 22.34 

5D Fwd. 71 0.95 0.03 4.8 15.48 0.98 0.49 0.45 23.37 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

Table A15.2 shows the accuracy matrix for the RNN model for the 3 and 5-day 

training and test datasets.   

Table A15.2  Accuracy Matrix of RNN (Jun 2015 to Jun 2018) 

Response True 

Positives 

False 

Positives 

True 

Negative 

False 

Negative 

TP 

Rate 

TN 

Rate 

FN 

Rate 

FP 

Rate 

3D Train 415 288 623 144 0.74 0.68 0.26 0.32 
3D Test 228 195 113 23 0.91 0.37 0.09 0.63 
5D Train 407 283 630 149 0.73 0.69 0.27 0.31 
5D Test 198 148 183 28 0.88 0.55 0.12 0.45 
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Appendix 16:  LSTM Output 

Quality Assessment of Results for LSTM:   Fig. A16.1 shows the validation 

accuracy versus loss per epoch for the training data, which shows that there is little 

improvement after 200 epochs for UX1 3 and 5-days forward.  The lower the loss, 

the better a model (unless the model has over-fitted to the training data). The loss is 

calculated on training and validation and its interpretation is how well the model is 

doing for these two sets. Unlike accuracy, loss is not a percentage. It is a summation 

of the errors made for each example in training or validation sets. 

  UX1 3D Forward    UX1 5D Forward 

  

Fig. A16.1  Validation Accuracy versus Loss per Epoch for Training Data for both 1-mth VIX 

Futures 3 and 5-Days Forward 

Fig. A16.2 shows the LSTM scatterplot of the output for the training versus test 

actual and estimated values as well as 1 to 1 plot of the perfect output for the training 

dataset as a benchmark for both UX1 3 and 5-days forward.  The scatterplots show 

generally a linear relationship for both the test and training estimates for 3 and 5-days 

forward.     

 

Fig. A16.2.  LSTM Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX 

Futures (UX1) 3 and 5-days Forward (Jul 2006 to Jun 2015 for Train & Jun 2015 to Jun 2018 

for Test) 
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Fig, A16.3 shows the Actual versus the estimated test data only for UX1 both 3 and 5-days 

forward for LSTM.  

 

Fig. A16.3  LSTM Scatter Plot of Test Actual vs. Estimated for 1-mth VIX Futures (UX1) 3 

and 5-days Forward (Jun 2015 to Jun 2018) 

Fig. A16.4 shows the LSTM error histogram of the actual versus estimated for the 

test data sets for UX1 for 3 and 5-days forward.  The test data error histograms are 

only slightly right skewed indicating a better fit.   

 

  

Fig. A16.4  LSTM  Error Histogram of Estimated Training vs. Actual Training and Test vs. 

Actual Test for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jul 2006 to Jun 2015 for Train 

& Jun 2015 to Jun 2018 for Test) 
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Fig. A16.5 shows the residual plot for UX1 3 and 5-days forward for LSTM.  

 

Fig. A16.5  LSTM Residual Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 

2015 to Jun 2018) 

Fig. A16.6 shows the QQ plots of for UX1 3 and 5-days forward showing a mostly 

normal distribution. 

 

Fig. A16.6  LSTM QQ Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 2015 to 

Jun 2018) 

 

 

 

 

 

85

Hosker et al.: Forecasting VIX Futures Using Machine Learning

Published by SMU Scholar, 2018



Fig. A16.7 shows the test actual versus estimated line for UX1 for 3 and 5-days 

forward. 

 

Fig. A16.7.  LSTM Test Actual versus Estimated Line for 1-mth VIX Futures (UX1) 3 and 5-

day Forward (Jun 2015 to Jun 2018) 

Table A16.1 shows a summary of results for both our 10-split cross validation and 

the 75%/25% train/test split.   Using 10-split cross validation, the MSE of the test 

data is higher and the R2 of the test is about the same as the traditional split.  Overall 

for both the traditional and 10-sokit cross validation, the results are very good 

compared to the models analyzed so far with higher variance explained (R2) and 

lower MSE.   

Table A16.1  Some Quality Assessment Results of LSTM  

Output 

Forecasted 

Inputs 

Reduced 

 Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)
* 

ρ(test)* R2
test MSEtest 

3D Fwd. 71 0.96 0.42 4.01 15.87 0.98 0.60 0.43 22.34 

5D Fwd. 71 0.96 0.03 3.76 21.62 0.98 0.42 0.45 23.37 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 

correlation of the actual to the estimated test data set (out-sample) 

Table A16.2 shows the accuracy matrix for the LSTM model for the 3 and 5-day 

training and test datasets.   

Table A16.2  Accuracy Matrix of LSTM (Jun 2015 to Jun 2018) 

Response True 

Positives 

False 

Positives 

True 

Negative 

False 

Negative 

TP 

Rate 

TN 

Rate 

FN 

Rate 

FP 

Rate 

3D Train 467 330 564 132 0.78 0.63 0.22 0.37 
3D Test 228 195 113 23 0.91 0.37 0.09 0.63 
5D Train 444 313 579 141 0.76 0.65 0.24 0.35 
5D Test 238 193 118 15 0.94 0.38 0.06 0.62 
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Appendix 17:  RF Output 

Quality Assessment of Results for RF:   The top 14 input variables for 3 and 5-

days forward are the same. And shown in Fig. A17.1.   

 

Fig. A17.1  Top 14 Features Selected for 1-mth VIX Futures 3 and 5-Days Forward 

Fig. A17.2 shows the RF scatterplot of the output for the training versus test actual 

and estimated values as well as 1 to 1 plot of the perfect output for the training dataset 

as a benchmark for both UX1 3 and 5-days forward.       

  

Fig. A17.2.  RF Scatter Plot of Training & Test Actual vs. Estimated for 1-mth VIX Futures 

(UX1) 3 and 5-days Forward (Jul 2006 to Jun 2015 for Train & Jun 2015 to Jun 2018 for Test) 
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Fig, A17.3 shows the Actual versus the estimated test data only for UX1 both 3 and 5-days 

forward for RF.  

  

Fig. A17.3  RF Scatter Plot of Test Actual vs. Estimated for 1-mth VIX Futures (UX1) 3 and 

5-days Forward (Jun 2015 to Jun 2018) 

Fig. A17.4 shows the RF error histogram of the actual versus estimated for the test 

data sets for UX1 for 3 and 5-days forward.  The test data error histograms are only 

slightly right skewed indicating a better fit.   

  

  

Fig. A17.4  RF  Error Histogram of Estimated Training vs. Actual Training and Test vs. 

Actual Test for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jul 2006 to Jun 2015 for Train 

& Jun 2015 to Jun 2018 for Test) 
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Fig. A17.5 shows the residual plot for UX1 3 and 5-days forward for RF.  

  

Fig. A17.5  RF Residual Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 2015 

to Jun 2018) 

Fig. A17.6 shows the QQ plots of for UX1 3 and 5-days forward showing a mostly 

normal distribution. 

  

Fig. A17.6  RF QQ Plots for 1-mth VIX Futures (UX1) 3 and 5-day Forward (Jun 2015 to Jun 

2018) 
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Fig. A17.7 shows the test actual versus estimated line for UX1 for 3 and 5-days 

forward. 

  

Fig. A17.7.  RF Test Actual versus Estimated Line for 1-mth VIX Futures (UX1) 3 and 5-day 

Forward (Jun 2015 to Jun 2018) 

Table A17.1 shows a summary of results for both our 10-split cross validation and 

the 75%/25% train/test split.   Using 10-split cross validation, the MSE of the test 

data is higher and the R2 of the test is about the same as the traditional split.  Overall 

for both the traditional and 10-sokit cross validation, the results are very good 

compared to the models analyzed so far with higher variance explained (R2) and 

lower MSE.   

Table A17.1  Some Quality Assessment Results of RF 

Output 

Forecasted 

Inputs 

Reduced 

 Traditional 75%/25% Train/Test Split 10-Split CV 

  R2
train R2

test MSEtrain MSEtest ρ(train)
* 

ρ(test)* R2
test MSEtest 

3D Fwd. 14 0.43 0.97 62.93 0.41 0.71 0.98 0.37 45.52 

5D Fwd. 14 0.33 0.96 74.55 0.54 0.61 0.98 0.35 50.34 
*ρ(train) is the correlation of the actual to the estimated training data set (in-sample).  ρ(test) is the 
correlation of the actual to the estimated test data set (out-sample) 

Table A17.2 shows the accuracy matrix for the RF model for the 3 and 5-day 

training and test datasets.   

Table A17.2  Accuracy Matrix of RF (Jun 2015 to Jun 2018) 

Response True 

Positives 

False 

Positives 

True 

Negative 

False 

Negative 

TP 

Rate 

TN 

Rate 

FN 

Rate 

FP 

Rate 

3D Train 281 177 884 189 0.60 0.83 0.40 0.17 
3D Test 284 14 365 17 0.94 0.96 0.06 0.04 
5D Train 300 194 874 191 0.61 0.82 0.39 0.18 
5D Test 236 40 328 35 0.87 0.89 0.13 0.11 

 

90

SMU Data Science Review, Vol. 1 [2018], No. 4, Art. 6

https://scholar.smu.edu/datasciencereview/vol1/iss4/6


