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Electricity market has been transitioning from a conventional and deterministic operation to a stochastic operation under the increasing penetration of renewable energy. Industry-level solutions toward the future electricity market operation ask for both accuracy and efficiency while maintaining model interpretability. Hence, reliable stochastic optimization techniques come to the first place for such a complex and dynamic problem.

This work starts at proposing a solution strategy for the uncertainty-based power system planning problem, which acts as a preliminary and instructs the electricity market operation. Formulated as a multi-year system planning problem from an independent system operator’s perspective, it minimizes both expansion and operational costs under binary and continuous uncertainties, i.e., system component contingency and load/generation variation. The original hybrid model is highly intractable, but we devise a combined decomposition strategy to relieve the computational burden. Considering 100% renewable penetration in the future, it analyzes the cost-effectiveness of renewable energy from a long-term point of view.

After the uncertainty-based system planning problem is well tackled, we turn our direction to the hierarchical market operation considering the transmission and distribution coordination. As distributed generators are increasingly penetrating the distribution networks, the central operator should be aware of their uncertainties. We develop a three-stage unit commitment model for the market operation of transmission and distribution coordination under the uncertainties of renewable generation and demand variations. As a multi-stage
stochastic programming problem, the proposed model is mixed-integer nonlinear, and we de-
vice a generalized nested L-shaped algorithm to divide and conquer this problem efficiently.

With the study of new electricity market operations, current market protocols should
be updated according to the growing variable resources in the power system, especially the
ancillary service participation. To better let industry and research communities leverage our
works, we develop an flexible software platform for the full-stack electricity market opera-
tions including both the day-ahead and real-time operations. In this platform, users could
conveniently switch from conventional market models to the novel market framework that
we designed. Various operation novelties, such as ancillary service provision from variable
resources, multi-level energy storage participation, and model updates on the conventional
non-spinning reserve, are integrated in the new model, considering the profitability of the
variable renewable energy.
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This dissertation is dedicated to my family and Margaret.
1.1. Motivations and Preliminaries

The electricity market serves as a system that enables electric power trading by long-term planning and short-term scheduling through bids to buy and offers to sell. The conventional deregulated electricity market has been well developed upon multi-timescale co-optimizations of energy and reserves to achieve the goal mentioned above. In general, a typical electricity market operation first solves a deterministic \textit{ex-ante} market optimization that collects the bids and offers submitted by different stakeholders and clears the market with zonal or nodal pricing. Then, \textit{ex-post} dispatch and settlement procedure in real-time are conducted to realize the cleared power schedules and finalize the payments/charges. This operation paradigm has been adopted or referred to by many electricity markets around the world, including the United States [1] and Europe [2].

However, this market framework is now challenged when renewable energy surges in the power system. Due to the increasing concern of environmental issues, renewable energy proliferates with generous governmental incentives and community supports. With the global installations of wind and solar energy depicted in Figure 1.1 (Data source: [3]), the overall penetration of renewables worldwide has reached 9% in early 2020 [4] and keeps accelerating phenomenally. From the electricity market’s perspective, however, renewable energy not only imposes a nature of high capital cost and low operation cost, but also brings uncertainties that threaten the system reliability. Despite the governmental incentives such as feed-in-tariffs, renewable energy has been widely questioned for its capital payback and unreliable power supply [5].
On the one hand, from a long-term perspective, before stepping into the daily electricity market operation, the coordinated system planning should be investigated accounting for the massive renewable penetration. To what extent that renewable energy should be invested in the long-term power system planning becomes critical when determining the optimal investment portfolio of future electricity share. However, the uncertainty of renewable energy poses a difficult hurdle to the planner since the invested generators might have uncontrollable variable production. Studying the uncertainty-based system planning in a long-term horizon contributes to a more reliable and confident short-term or mid-term market operation [6].

On the other hand, the short-term market operation should also be treated very carefully since typical renewable energy such as wind and solar possesses short-term variability.

Figure 1.1. Global wind and solar installation.
One of the most critical concerns is that the downstream markets, \textit{i.e.}, the distribution-level markets, become increasingly active with the growing penetration of renewable distributed energy resources (DERs). The uncertainties brought by the DER introduce many unique challenges, such as the reverse power flow and local net load fluctuation. Hence, an enhanced market framework that considers the coordination between the transmission and distribution networks becomes an urgent task [7].

An envisioned overall market hierarchy, as shown in Figure 1.2, provides a road-map including the key components that should be coordinated in the future market operation. From the perspective of the central system operator, how to tackle the increasing renewable uncertainties in both the transmission and distribution networks in the manner of system operation calls for solutions. Towards the need for a better market operation design, this dissertation discusses potential solution strategies towards these future challenges while qualitatively and quantitatively analyzing the economic values.

1.2. Research Objectives and Achievements

As the proliferating renewable energy introduces more uncertainties to the power system, uncertainty-based market operations become a significant research milestone, to which this dissertation is devoting. As a holistic market operation study, both the long-term and short-term operation schemes are extensively investigated. From the long-term perspective, the coordinated system planning problem optimizes the multi-year investment portfolio of generation mix, including a massive portion of renewable generation, considering practical system contingencies and uncertainties. From the short-term perspective, transmission and distribution-coordinated day-ahead market operation considers uncertainties from both the upstream and downstream markets at different levels, and a new coordinated market paradigm paves the way for the distribution-aware system operation. We also develop a general simulation tool considering the renewable impacts in the future electricity market, which could help both the industry and research communities conduct more comprehensive studies on future market framework designs.
Figure 1.2. Future coordinated market hierarchy.
More specifically, we outline the detailed contributions and achievements of this work as follows:

- **Long-term Operation: Coordinated System Planning:** We propose a novel modeling framework and decomposition-based solution strategy combining stochastic programming (SP) and robust optimization (RO) to deal with multiplex uncertainties in coordinated long-term power system planning. The problem is formulated as a multi-year generation and transmission planning problem from a system operator’s perspective to minimize both expansion and operational costs under binary and continuous uncertainties, i.e., system component contingency, and load/generation variation. N-k contingencies are captured in RO using the reformulated contingency criteria, while the load/generation uncertainty is considered in SP embedded with RO using operating scenarios generated from the historical data with spatiotemporal correlations. The original hybrid model is highly intractable, but the intractability can be relieved by the proposed decomposition strategy based on the column-and-constraint generation and L-shaped algorithms. We apply our model to perform long-term system planning under extremely high renewable penetration and investigate the case of 100% renewables in long-term planning.

- **Short-term Operation: Transmission and Distribution Coordinated Market:** We propose a three-stage unit commitment model for the market operation of transmission and distribution coordination under the uncertainties of renewable generation and demand variations. The first stage is for the independent system operator that determines the commitment decisions of the transmission-level generators and the distribution-level system reconfiguration; the second stage optimizes the transmission economic dispatch; then distribution system operators in the third stage perform their economic dispatch and exchange information with the transmission operator at the boundary nodes. Between the transmission and distribution networks, not only conventional thermal generators but renewables and variable demands are considered, which are tackled via a multi-stage stochastic programming approach. The model adopts a convexified alternating-current branch flow formulation in the distribution
system. We devise a generalized nested L-shaped algorithm to solve the proposed framework in an efficient manner.

- **Electricity Market Co-simulation: General Simulation Tool for User-friendly Flexibility:** With the growing penetration of renewable resources, market operators call for an evolving market framework with refined operational models considering the unique contributions from renewable resources and energy storage systems. In the same vein, real-time system-wide simulations also need to intercommunicate with power system dynamics. To meet the demand of a general testing environment for new market mechanisms and requirements, we develop a novel electricity market operation paradigm released as MIDAS-S, a flexible Python-based simulation platform. In this framework, MIDAS-S can efficiently build and solve multi-timescale market optimization models considering novel operation constraints while interfacing with system dynamic simulations performed in commercial software, e.g., PSS®E. Numerical experiments corroborate the proposed platform’s effectiveness by conducting economic assessments on real-sized systems with real-time dynamics.

We organize the remainder of this dissertation as follows.

Chapter 2 develops a long-term power system planning problem considering the unit contingencies and the renewable/load uncertainties. The hybrid stochastic and robust planning problem is solved by a combined algorithm of column-and-constraint generation and L-shaped method. Chapter 3 quantitatively analyzes the T-D coordinated market framework that takes the local DERs into account with utility-level renewable energy. We devise a generalized decomposition technique to facilitate the solution of such a complex problem. Chapter 4 first gives a comprehensive overview for state-of-the-art electricity market operations in the current industry practice and academia, then presents a general simulation platform devised for flexible market environment parameterization and use case designs. Chapter 5 concludes this dissertation with several remarks.
Chapter 2

GENERATION AND TRANSMISSION EXPANSION PLANNING
TOWARDS A 100% RENEWABLE FUTURE

2.1. Nomenclature

We provide a detailed notation list for this chapter.

1) Sets:

\( G \) / \( R \) / \( L \) Conventional generator / renewable generator / transmission line

\( S \) / \( V \) Sending/receiving bus of transmission lines

\( C \) Bus mapping of conventional generators, renewable generators, and demand

\( X^G \) / \( X^R \) Candidate conventional / renewable generator

\( X^L \) Candidate transmission line

\( T \) Planning horizon (years)

\( H \) Operation horizon (hours)

\( M \) Planning / operation time index mapping

\( N \) Control mapping between units and investable years

2) Indices:

\( g \) / \( r \) / \( ℓ \) Conventional generator / renewable generator / transmission line

\( d \) Demand

\( n \) Bus

\( ω \) Scenario
$k \quad$ Iteration counter for C&CG algorithm

$o \quad$ Iteration counter for L-shaped algorithm

$t / h \quad$ Planning / operating time index. $(t, h) \in M$

### 3) Parameters:

$IC_{g,t}^G / IC_{r,t}^R \quad$ Investment cost for $g$th conventional / $r$th renewable generator in $t$th year [\$]

$IC_{\ell,t}^L \quad$ Investment cost for $\ell$th transmission line in $t$th year [\$]

$OC_{g,h} \quad$ Operating cost for $g$th generator in $h$th hour [\$/MWh]

$PC_{d,h} \quad$ Load-shedding cost for unserved load in $d$th demand in $h$th hour [\$/MWh]

$BG / BL \quad$ Investment budget for generators / transmission lines [\$]

$K_t \quad$ Contingency criterion for system units in $t$th year

$A_{\ell} \quad$ Line reactance of $\ell$th transmission line under base MVA [p.u.]

$FL_{\ell} \quad$ Flow capacity of $\ell$th transmission line [MW]

$PL_g^G \quad$ Capacity limit of $g$th conventional generator [MW]

$\Delta_n / \bar{\Delta}_n \quad$ Angle limit of phase angle at $n$th bus [rad]

### 4) Uncertain Parameters:

$PL_{r,h}^R(\omega) \quad$ Available active power of $r$th renewable generator in $h$th hour [MW].

$P_{d,h}(\omega) \quad$ Active demand of $d$th load in $h$th hour [MW].

### 5) Variables:

$x_{g,t}^G / x_{r,t}^R \quad$ Binary expansion decision for $g$th conventional / $r$th renewable generator in $t$th year. $x = 1$ means built; $x = 0$ otherwise.

$x_{\ell,t}^L \quad$ Binary expansion decision for $\ell$th transmission line. $x = 1$ means built; $x = 0$ otherwise.
2.2. Overview

The investigation on the operational patterns and economics of a power system with high renewable penetration attracts tremendous attention from both academia and industry. Despite the clean energy and zero operational cost that renewables have, the stochastic generation pattern of renewables challenges the reliability of power systems, especially when the grid requires a high level of reserves for contingencies. Thus, albeit the investment of renewables is greatly encouraged by the U.S. government and broader community [8], the system planning under high-level penetration of renewables needs to be further investigated.

Heretofore, researchers have done extensive work on the uncertainty-based system planning [6,9–11]. On the one hand, generators and lines are the biggest reliability concern from
an ISO’s perspective, which has been omnipresent in many operation problems, e.g., unit commitment problem [12] and transmission planning problem [9]. This type of uncertainty can be effectively tackled by robust optimization (RO), as described in [9] and [13]. The basic idea of RO is to find the worst-case scenario and then make preventative decisions, which in turn also makes the solution highly conservative. On the other hand, the uncertain nature of renewable energy and elastic demand is another challenge for the system planner. A significant amount of literature (e.g., [14] and [15]) also adopts RO to deal with this type of uncertainty by setting conservative boundaries. However, comparatively, stochastic programming (SP) yields less conservative solutions than RO, and we can leverage the historical data to generate scenarios. Particularly, for a large system with high renewable penetration, the spatiotemporal correlations of renewables and demand can be accurately captured by scenario generation, e.g., Monte-Carlo simulation together with a multi-stage scenario tree [16].

Since the uncertainties are multiplex in today’s transmission networks, e.g., the binary status of generator/line and continuous generation/load volatility, the combination of SP and RO is a promising formulation with higher reliability. Recently, many works (e.g., [10, 11] and [17]) also consider the hybrid SP and RO formulation with only the continuous formulation, which provides a limited evaluation on uncertainties. There are few works considering the contingencies of power system components and stochastic generation together in a generation and transmission expansion problem (G&TEP), especially under high renewable penetration levels.

The co-optimization of G&TEP under multiplex uncertainties is a nontrivial problem due to its non-convexity and uncertainties involved. A. Moreira et al. [6] integrated binary contingencies with continuous uncertainties but did not explore the improvement of algorithms to facilitate the solution. L. Gallego et al. [18] used heuristic algorithms to avoid solving an intricate model but obtained local optima. It is not trivial, however, to evaluate how far this obtained optimum is away from the global optimum. We argue that for a large-scale economic assessment like the power system planning, which may involve multiple
planning years and hence does not need to be solved in real time, it would be better if we can have a guaranteed global optimum. This can be viewed as an advantage of our proposed method compared with those intelligent methods. Besides, most of the existing studies solve single-year planning problems [17,19,20], which do not capture certain aspects of power system planning such as the timing of the commissioning or retirement of a generator. In our study, however, the objective is to investigate whether an ultra-high renewable installation in the system is beneficial or not. Since the renewable units are widely considered as units without variable operation costs [21], the economic payback of renewable investment may outperform the conventional units over the long term. Hence, to ensure a fair comparison between different generation technologies, we also take the annuitized investment cost into the consideration and intend to uncover the cost-effectiveness of renewable investment, especially under an ultra-high renewable penetration case.

In order to investigate a 100% renewable system, the correlations between renewables, such as wind power in different regions, wind and solar, wind and demand, etc., are also critical in system operation and planning. At any instant, the system should have enough generation from renewables to cover the demand. However, the system planner has to take a system-wide approach considering mutual support between regions and avoid generation shortage at a particular location. Besides, adequate transmission capacity, even in a degraded N-k line outage scenario, is paramount for inter-regional energy exchange to maintain the system energy balance. The final optimal G&TEP investment ought to consider an optimal generation mix and long-term renewable generation futures. Some researchers (e.g., [20]) argue that 100% is less profitable than a generation mix with conventional units, but this is actually sensitive to the system settings.

In this work, we propose an effective modeling and solution approach for G&TEP towards 100% penetration of renewables. The column-and-constraint generation (C&CG) method developed by [22] can decompose our problem to a master problem and a subproblem. This method has been adopted in numerous studies like [10,12,17], and become a mainstream solution methodology for multi-stage RO problems. Besides, as reported in [17]
and [6], solving subproblems consumes the majority of the computational time. We propose to apply the L-shaped method [23] to further facilitate the solution of subproblems, which also enables parallel computing. In the meantime, we specifically consider the short-term and long-term spatiotemporal correlations between renewables and load by leveraging the Monte-Carlo sampling on regional renewables. Figure 2.1 provides a general framework of our proposed methodology.

Compared with the state-of-the-art research, The main contributions of this work are three-fold.

1. We analyze the coordinated system planning under an ultra-high level of renewable penetration and investigate the potential issues of a 100% renewable penetration on an IEEE test system and the WECC system with specific parameter settings.

2. To tackle multiplex uncertainties in the G&TEP, we propose a three-stage multi-year robust co-optimization model with a stochastic recourse. The robust counterpart captures the N-k contingency, whereas sampling-based scenarios considering spatiotemporal correlations between renewables and load realize the demand/renewable uncertainty.

3. The C&CG algorithm is leveraged to decompose the overall problem into a master-slave structure, and the stochastic subproblem is further reformulated based on the duality theory and decomposed by the L-shaped method. The computational efficiency is greatly improved, and multi-scale test cases verify the efficacy of the proposed methodology.

The rest of the work is organized as follows: Section 2.3 describes the mathematical formulation of the G&TEP model; Section 2.4 presents the proposed solution strategy and the detailed flowchart; case studies and a scalability test are analyzed in Section 2.5 and Section 2.6, respectively; Section 2.7 summarizes this work with several remarks.

2.3. Mathematical Formulation of the Generation and Transmission Planning
We provide the detailed mathematical formulation of the multiplex uncertainty-based G&TEP in this section. First, we show the deterministic equivalent form (DEF) of the three-stage formulation of the hybrid SP and RO model in (2-1). The term “stage” we used here refers to the mathematical structure of the proposed optimization framework.

\[
\begin{align*}
\min_{x_{G,t}^G,x_{R,t}^R} & \sum_{g} X_{g,t}^G \left( \sum_{g} IC_{g,t}^G x_{g,t}^G + \sum_{r} IC_{r,t}^R x_{r,t}^R + \sum_{\ell} IC_{\ell,t}^L x_{\ell,t}^L \right) \\
+ \max_{\omega} & \mathbb{E}_{\omega} \left\{ \min_{p_{g,h}^G} \sum_{h} \sum_{g} OC_{g,h} p_{g,h}^G(\omega) + \sum_{d} PC_{d,h} r_{d,h}(\omega) \right\} \\
\text{subject to} & \\
& \sum_{t} \left( \sum_{g} IC_{g,t}^G x_{g,t}^G + \sum_{r} IC_{r,t}^R x_{r,t}^R \right) \leq B^G, 
\end{align*}
\]  

Figure 2.1. Framework of the proposed methodology.
The objective function (2-1) formulates the investment cost of the proposed generator and transmission line expansions, plus the operating cost of scheduled conventional genera-
tors and possible load shedding.

Constraints (2-1a)-(2-1b) model the investment budget of both generators and transmission lines, which construct the first-stage feasible region. Constraints (2-1c)-(2-1e) represent that once an investment is made in year $t$, the component will be available for the rest of the planning horizon. Control sets $N(\ast, t)$ represent the mapping between the candidate units and planning time, in which we categorize the candidate units based on the investable years. These constraints formulate the constraint space for the first stage. Constraint (2-1f) shows the $N-k$ criteria for both generators and transmission lines, where $K_t$ can be adjusted to perform different contingency analyses. This constraint is in the second-stage (the second-stage objective function can be regarded as $\{0^T a\}$, in which $a$ is the vector of the outage indicators) formulating the uncertainty set [24]. This uncertainty set is discretely polyhedral.

For the third-stage, we first explain the relationship between $t$ and $h$. Since we consider a long-term planning problem, traversing 8760 hours for a whole year renders heavy intractability in this model. Hence, we consider a 24-hour operation for the third stage as an analysis of hourly dispatch in one typical day. This operation is also adopted in [20]. Then the time index mapping set $M$ can be described as

$$M = \{(t_1, h_1), ..., (t_1, h_{24}), (t_2, h_{25}), ... (t_2, h_{48}), ...\}.$$  

We also note that this design further generalizes the application of selecting representative hours/days. When a system planner intends to select more representative hours to perform the G&TEP study, it is trivial to adjust the set $M$ by increasing the number of hours. This also shows that our proposed framework is highly flexible and general to be expanded to the extent the system planner would like to use in G&TEP problems.

Notably, the outage indicator in our formulation is a day-based variable. As we indicated, the third-stage problem can be regarded as a 24-hour economic dispatch problem. For such operation problems, the contingency is often considered throughout the operation horizon, i.e., 24 hours [25]. Practically, 94% of the planned and operational outage have a duration
of over 2 hours and 34.6% of them are over 48 hours [26]. In some works of system planning, the horizon-long contingency is also adopted [11]. For the sake of simplicity, since we choose one representative day for one year with multiple uncertain scenarios, we slightly abuse our notation and use a year-based index to represent a day-based variable, e.g., \( a_{g,t} \). Besides, for the third-stage operation problem, we choose using one representative day with multiple scenarios to investigate the short-term correlation between regional renewables and load, which can be better captured by hourly operations, as also adopted in [20].

Particularly, constraint (2-1g) is the nodal balance constraint, and constraint (2-1h) defines the DC line flow equations. Note that here, we slightly abuse the notation that the per unit reactance \( A_\ell \) should be normalized under the system base MVA. Constraints (2-1i)-(2-1l) are line flow limitation constraints for both candidate and existing lines. Constraints (2-1m)-(2-1p) are the generation capacity constraints for both candidate and existing conventional and renewable generators. Note that the renewable generators can be dispatched, and thus we permit the renewable curtailment. Constraint (2-1q) shows the phase angle limitation. We can find that all of the third-stage variables are associated with the scenario index \( \omega \) for different realizations of renewable generation and load. Note that the binary variables and the variable multiplications such as in (2-1h), (2-1i), (2-1j), (2-1m) and (2-1o) render this model mixed-integer nonlinear.

The proposed model (2-1) is a very general framework for the hybrid stochastic and robust optimization-based system planning and can be easily adjusted or expanded to include more constraints regarding various research directions or industrial applications. In our case studies, for example, we do not have any existing generator and we can hence disregard constraints (2-1n) and (2-1p) in the formulation. We also modify (2-1) to incorporate unique case settings such as the regional N-1 contingency and multiple investments in one candidate bus, which can be achieved by replacing constraint (2-1f) with (1-1r) and adding constraint
respectively as shown below.

\[
\begin{align*}
\sum_{g} G^z a_{g,t} + \sum_{r} R^z a_{r,t} + \sum_{\ell} L^z a_{\ell,t} \leq K_t, \quad \forall t, \forall z \in Z, \\
\sum_{g:C(g) = n^{cg}} G^z x_{g,t} + \sum_{r:C(r) = n^{cr}} R^z x_{r,t} \leq 2, \quad \forall t, \forall n,
\end{align*}
\]  

(1-1s)

where \( z \) denotes the region indicator, \( Z \) is the total region set, \( n^{cg} \) denotes the candidate bus for thermal generators, and \( n^{cr} \) denotes the candidate bus for renewable generators.

### 2.4. Problem Decomposition and Solution Strategy

The model described in Section 2.3 presents an intractable three-stage mixed-integer nonlinear problem with stochastic recourse. However, we can decompose the original problem into a structure of mixed-integer linear programming (MILP) master problem and mixed-integer bilinear subproblem, which can be solved iteratively based on the theory of the C&CG algorithm [22]. Linear relaxation techniques can tackle the nonlinearity of the subproblem. Besides, the subproblem can be further decomposed by the L-shaped method [23].

Figure 2.2 depicts the overall solution workflow. Generally, we adopt the C&CG algorithm to decompose the problem into a master-slave structure, and the L-shaped algorithm then further decomposes the subproblem by different scenarios. We will explain the procedure and notations of Figure 2.2 in the problem formulation. To be more concise, we use compact form below.

#### 2.4.1. Master Problem

We formulate the master problem in the C&CG procedure as in (2-2). \( x \) denotes the first-stage variables, \( z \) denotes the third-stage variables with iteration index \( k' \), which encloses all the past iterations before the current iteration \( k \). \( IC \) and \( PC \) represent the vectors of investment costs and penalty costs, whereas \( p^G \) and \( r \) denote the vectors of generator dispatch and load shedding. \( \phi \) is an auxiliary variable that formulates a relaxed lower bound of the second-stage problem. The constraints for third-stage variables are (2-2d).
Figure 2.2. Workflow of the proposed algorithm.
Note that the second-stage variables \( \mathbf{a} \) are fixed here, which are delivered from the subproblem. Hence, the master problem now becomes a deterministic MILP problem that can be efficiently tackled via off-the-shelf solvers. Here, \( \mathbf{x} \) includes the first-stage variables, \( i.e., x^G_{g,t}, x^R_{r,t}, x^L_{\ell,t}, y^G_{g,t}, y^R_{r,t}, y^L_{\ell,t} \) and \( \mathbf{z} \) includes the third-stage variables, \( i.e., p^G_{g,h}, p^R_{r,h}, r_{d,h}, f_{\ell,h}, \delta_{n,h} \).

\[
\begin{align*}
\mathbf{MP} = & \min_{\mathbf{x}, \mathbf{z}} f(\mathbf{x}) + \phi \\
\text{subject to} & \\
& \text{Constraints (2-1a)-(2-1e)} \quad (2-2a) \\
& f(\mathbf{x}) = \mathbf{IC}^\top \mathbf{x}, \quad (2-2b) \\
& \phi \geq \mathbb{E}_w \left\{ \mathbf{OC}^\top \mathbf{p}^G + \mathbf{PC}^\top \mathbf{r} \right\}, \quad \forall k' \leq k, \quad (2-2c) \\
& \text{Constraints (2-1g)-(2-1q)}, \quad \forall k' \leq k \quad (2-2d)
\end{align*}
\]

2.4.2. Subproblem

The subproblem of the C&CG procedure is constructed from the second- and third-stage problems, \( i.e., \) the problem determining the worst-case scenario of contingency. Here, \( \mathbf{a} \) includes the second-stage variables, \( i.e., a^G_{g,t}, a^R_{r,t}, a^L_{\ell,t} \).

\[
\begin{align*}
\max_{\mathbf{a}} & \quad \mathbb{E}_w \left\{ \min_{p,r} \mathbf{OC}^\top \mathbf{p}^G + \mathbf{PC}^\top \mathbf{r} \right\} \\
\text{subject to} & \\
& \text{Constraints (2-1f)-(2-1q)}. \quad (2-3)
\end{align*}
\]

Note that the first-stage variables in the constraints become fixed parameters obtained from the master problem in the previous iteration. Since the inner minimization problem of (2-3) has linear programming characteristics, according to the strong duality theory, it
is equivalent to rewrite (2-3) to its dual form (2-4), after giving an objective handle for the second-stage.

\[
Sub = \max_a \mathbf{0}^\top \mathbf{a} + \mathbb{E}_\omega \left\{ \max_{\pi} Q(\mathbf{a}, \pi) \right\} \tag{2-4}
\]

subject to

\[
Q(\mathbf{a}, \pi) \in \Gamma_{a,\pi}, \tag{2-4a}
\]

where \(Q(\mathbf{a}, \pi)\) represents the dualized objective function, \(\pi\) is the vector of all dual variables in (2-3) and \(\Gamma_{a,\pi}\) consists of the constraint space. For better demonstration, problem (2-4) is further altered to a minimization problem (2-5) where we rewrite \(\Gamma_{a,\pi}\) in the form of (2-5a)-(2-5c). Specifically, (2-5a) constructs the uncertainty set, (2-5b) formulates the operational constraints, and (2-5c) ensures the dual feasibility of the Karush–Kuhn–Tucker condition.

\[
Sub = \min_a -\mathbf{0}^\top \mathbf{a} + \mathbb{E}_\omega \left\{ \min_{\pi} -Q(\mathbf{a}, \pi) \right\} \tag{2-5}
\]

subject to

\[
\begin{align*}
\text{Constraint (1f),} & \quad \tag{2-5a} \\
D(\omega)\pi & \leq r(\omega) - C(\omega)\mathbf{a}, \quad \tag{2-5b} \\
\pi & \geq 0. \quad \tag{2-5c}
\end{align*}
\]

Note that in the objective function, \(Q(\mathbf{a}, \pi)\) includes the first-stage decisions \(\mathbf{x}^*\) determined from the master problem. This subproblem shows a typical two-stage stochastic mixed-integer bilinear minimization structure. Furthermore, linear relaxation techniques, \textit{e.g.}, the Big M method (see Appendix A), can effectively relax the bilinear parts without sacrificing accuracy. As the binary nature of the integer variables tightens the convex relaxation, we can ensure the accuracy of the obtained solution. According to the stochastic
L-shaped method [23], the two-stage mixed-integer stochastic program with linear recourse and finite support is also decomposable, as shown in the following.

2.4.2.1. L-shaped Master Problem

\[
\text{Sub} - M = \min_{\mathbf{a}} \quad -C^\top \mathbf{a} + \eta
\]  

subject to

Constraint (1f), \hspace{1cm} (2-6a)

\[\alpha_{o'} + \beta_{o'}^\top \mathbf{a} \leq \eta, \quad \forall o' \leq o \]  \hspace{1cm} (2-6b)

In the L-shaped master problem, \(\eta\) is an auxiliary variable, \(\alpha_{o'}\) and \(\beta_{o'}\) are subgradients computed from the dual of the L-shaped subproblem, which will be discussed in the next subsection. Note that this formulation is for the single-cut L-shaped algorithm.

2.4.2.2. L-shaped Subproblem

\[
\text{Sub} - S(\omega) = \min_{\pi} \quad -Q(\mathbf{a}^*, \pi)
\]  

subject to

\[D(\omega)\pi \leq r(\omega) - C(\omega)\mathbf{a}^* : \quad \xi(\omega), \]  \hspace{1cm} (2-7a)

\[\pi \geq 0. \]  \hspace{1cm} (2-7b)

When the L-shaped master problem yields an optimal solution of \(\mathbf{a}^*\), the subproblem receives this solution and solves the operation problem. Let \(\xi^*(\omega)\) denote the optimal dual
solution of the operation constraints (7a). After solving ω individual L-shaped subproblems, which can be done in parallel, the subgradients for each iteration can be computed as follows.

\[
\alpha_o = \sum_{\omega} \text{Prob}(\omega) \xi^*_o(\omega)^T r(\omega),
\]

\[
\beta_o = - \sum_{\omega} \text{Prob}(\omega) C(\omega)^T \xi^*_o(\omega).
\]

Afterwards, the L-shaped master problem receives an optimality cut (2-6b). Finally, the inner iteration loop for the L-shaped procedure determines the final worst-case contingency \(a^*\) and sends it back to the C&CG master problem. As we enable load shedding, the feasibility of all problems is guaranteed, and the feasibility cut is therefore negligible.

The proposed algorithm guarantees its convergence by the finite extreme points of the uncertainty set and finite support in the second-stage stochastic recourse according to the convergence analysis [22] and [23]. For the convergence speed, according to Figure 2.2, the C&CG procedure does not influence the convergence of the embedded L-shaped method, which means we still retain the fast convergence of the C&CG method [22]. The convergence of the C&CG part relies on the convergence of the L-shaped algorithm, which is guaranteed by the finite support in the stochastic recourse. The motivation of leveraging the L-shaped method for the subproblem is that solving the original subproblem consumes the majority of the computational time, as reported in [6] and [17]. We enjoy the merit of parallel computing to facilitate solving subproblems when the L-shaped method is applied.

2.5. Case Studies

This section provides results and discussions for case studies on a modified IEEE 30-bus system based on [27]. We aim to investigate the benefit of ultra-high renewable penetration towards 100% in a long-term planning problem. We implement all of the experiments in GAMS 25.0.3 [28] with CPLEX 12.8 and run it on a 2.60GHz Windows PC with a 6-core Intel i7 CPU and 8GB RAM. We also leverage a GAMS-embedded parallel computing tool, i.e., Gather-Update-Solve-Scatter (GUSS) [29], for the L-shaped subproblem to improve the
computational efficiency.

To illustrate our proposed methodology, we modify the IEEE 30-bus system to have reduced transmission lines and no existing generators. Figure 2.3 provides the detailed topology, where the blue and orange buses indicate the candidate locations for building wind and solar generators, respectively. Thermal generators can be invested in any load bus. The dashed lines indicate the candidate transmission lines. Table 2.1 shows the investment information, whose reference can be found in [30–32]. The modified IEEE 30-bus system has a total daily peak power demand as 2,000 MW, distributed to the three regions. And we set the load shedding penalty cost as $1,000/MWh.

Figure 2.3. System topology of the modified IEEE 30-bus system.
Table 2.1. Data for Candidate Generation Units.

<table>
<thead>
<tr>
<th>Generation Type</th>
<th>Operating cost [$/MWh]</th>
<th>Maximum capacity [MW]</th>
<th>Overnight capital cost [M$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind</td>
<td>0</td>
<td>300</td>
<td>390</td>
</tr>
<tr>
<td>Solar</td>
<td>0</td>
<td>150</td>
<td>170</td>
</tr>
<tr>
<td>Thermal</td>
<td>41.2</td>
<td>300</td>
<td>67.8</td>
</tr>
<tr>
<td>Trans. Line</td>
<td>0</td>
<td>600</td>
<td>50</td>
</tr>
</tbody>
</table>

2.5.1. Scenario Generation & Reduction

There are three regions in the system, where different scenario sets of renewable and demand are applied. To verify the investment performance considering the spatiotemporal correlation between renewables and load, we create the scenario set for each region individually by using Monte-Carlo simulation on three different datasets of renewable output from [33]. Figure 2.4 depicts the regional 24-hour sequential wind, solar, and demand scenarios. The average capacity factors of wind and solar are 45.14% and 28.86%, respectively. We also assume that the two neighbored wind buses in Figure 2.3 share the same wind output time series, and one can easily simulate scenarios with respect to different time series for more detailed spatiotemporal studies.

For the spatiotemporal correlations between renewables and load, after sampling on three different datasets with respect to three different regions, we apply the Fast Backward/Forward method embedded in the GAMS SCENRED toolbox to reduce the scenario number according to the balance between the number of scenarios and the solution accuracy. This strategy is generally an approximation of the complete scenario tree benchmarked by different criteria such as the Fortet-Mourier metric [34] and $L_r$-distance [35], which have been widely adopted in many stochastic system planning works e.g. [36] and [37]. To capture the spatiotemporal correlations between renewables and demand, we use three temporal datasets for real renewable outputs and demand in three forecast zones in the ERCOT area as a basis.
for our Monte-Carlo sampling to create the scenario sets. With both the demand and renewable uncertainties being taken into consideration, the proposed G&TEP framework can yield planning results according to the correlations between multiplex uncertainties. It is also imperative to indicate that a more accurate and efficient scenario generation/reduction technique concerning the spatiotemporal correlation between uncertainties is of great future research interest, to which our proposed framework in this work can easily adapt.

To balance the tradeoff between the accuracy and tractability, we test different scenario sets by running a one-year planning problem where two respective investments on solar and wind generators are mandatory, as shown in Figure 2.5, and the highest computational time stands for the highest time of solving subproblems among all iterations. Since the difference in objective function values between 100 scenarios and 1000 scenarios is within 2%, we argue that the set of 100 scenarios is accurate enough to perform the following analyses. Besides, Figure 2.5 also validates the necessity of using decomposition techniques for solving
stochastic subproblems, as the computational burden grows exponentially with the increasing number of scenarios in the DEF problem as in [10] and [17], but grows linearly in the L-shaped problem in our work.

2.5.2. Case Studies: Towards 100% Renewable Penetration

We design three cases to show the pathways to achieve 100% renewable penetration. We apply the N-1 criterion to each region. Each candidate bus can build two generators in each year. The algorithmic convergence gap $\varepsilon_2$ is set to be 0.1%, and the solver’s MIP gap is set as 0.01%.

- **Case 1.** $900M generation investment budget (6yrs);
- **Case 2.** $9,000M generation investment budget (6yrs);
- **Case 3.** $9,000M generation investment budget. Thermal units can only be installed
in the first year. All the thermal units will phase out by 20% capacity per year (6yrs) with a salvage income.

To be more practical, for thermal units, we consider a 5% annual inflation rate of the fuel price. For renewable energy, the investment cost has a discount factor of 5% per year as the technology develops. The salvage price of phased out thermal generators is 40% of the investment cost. The total system demand also increases by 5% per year. Table 2.2 shows the investment decisions, costs and system information obtained from the three cases.

For the salvage income, we directly add a salvage income term in the objective function of (2-1). The salvage of generators includes the sales of the salvageable parts of the unit, recycling worn-out equipment, and re-utilizing the designated real estate [37]. According to [38], the salvage value for generators is calculated based on a linear relationship with the proportion of the used life and the remaining life, resulting the following equation:

\[ S = C_{\text{replace}} \cdot \frac{R_{\text{remain}}}{R_{\text{component}}} \]

in which \( C_{\text{replace}} \) is the replacement cost that is about 80% of the initial investment cost, \( R_{\text{remain}} \) is the remaining life and \( R_{\text{component}} \) is the component lifetime. We also refer to [39] for the lifetime of a pulverized coal power plant as 30 years. Thus, in year 6, the remaining lifetime of such unit is 24 years, and thus the salvage income should be 80% \cdot (24/30) = 64\% of the investment cost. Considering the demolition cost and the personnel cost, we set the salvage value for a thermal unit in our study as 40% of the investment cost. We will revisit Case 1 and Case 2 in subsection E by considering the investment cost annuitization to further assess the economic aspects of renewable installations.

1). General investment plan and operation

For the generation investment, on the one hand, since we consider the N-1 criterion in each region, the system planner invests in a large amount of generation capacity, especially when the renewable is installed (e.g., the total capacity in Case 3 is 152.9% higher than
Table 2.2. Investment Portfolio Report for the 30-bus System.

<table>
<thead>
<tr>
<th>Gen. Investment*</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td>2, 4, 6, 8, 10, 12, 14, 15, 18, 24, 29, 30</td>
<td>2, 4, 5, 5, 10, 9, 14, 15, 18, 21, 22, 24, 27, 29</td>
<td>4, 5, 5, 9, 9, 11, 11, 16, 21, 21, 22, 22, 25, 25, 27, 27, 30</td>
</tr>
<tr>
<td>Year 2</td>
<td>None</td>
<td>21</td>
<td>9, 13, 21, 22, 25, 25</td>
</tr>
<tr>
<td>Year 3</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Year 4</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Year 5</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Year 6</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Line Investment</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td>4-11, 7-8, 6-22, 9-10, 15-26, 22-24</td>
<td>4-11, 7-8, 6-22, 9-10, 15-26, 22-24</td>
<td>4-11, 7-8, 6-22, 9-10, 15-18, 15-24, 15-26, 22-24</td>
</tr>
<tr>
<td>Year 2-6</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

| Gen. Invest. Cost | $813.6M | $2,812.9M | $7,237.4M |
| Gen. Opera. Cost  | $5,976.81M | $3,542.70M | $168.93M  |
| Line Invest. Cost | $300M    | $350M    | $400M     |
| Load Shed Cost    | 0        | 0        | $1,079.43M|
| Salvage Income    | 0        | 0        | $81.36M   |
| Total Cost        | $7,090.41M | $6,705.60M | $8,754.40M|
| Avg. Load Shed Portion | 0%        | 0%        | 0.96%     |
| Avg. Renewable Curtailment | 0%        | 7.75%     | 12.11%    |
| Final Renewable Percentage | 0%        | 42.86%    | 100%      |

* The numbers indicate the buses built with thermal, wind and solar.
the peak load). While the system planner has already known the demand increase rate for the later years, most of the new generation capacity is invested in the first year to meet the peak demand growth in the following years. However, since the renewable installation is limited compared with the thermal installation, and considering the yearly increasing system demand and the unit contingencies every year, there are still investments after the first year especially in Case 2 and Case 3 to ensure the system reliability. Another noteworthy issue is renewable curtailment. The peak curtailment in Case 3 is 18.29% when the average curtailment across the scenarios also reaches 12.11%. They are comparatively small since the excess renewable power can be used to support other regions. Future works considering using the curtailed energy to provide ancillary services and storage charging can be envisioned.

On the other hand, for the transmission investment, new transmission lines tend to be built in the first year to prepare for the worst-case contingency in the subsequent years. The new transmission build-out is mostly to accommodate the injections from the new generators. Notably, lines 6-8, 12-15, and 6-28 are reported to be the ones with the most frequent outage under the worst-case contingency. Thus, in the investment portfolio, lines 7-8, 6-22, and 22-24 are always built in the three cases to aid power transmission. The system finally achieves the 100% renewable penetration level in the 6th year in Case 3. The 100% is based on the generation capacity percentage.

By comparing Case 1 and Case 2 in Table 2.2, we can find that if we have a sufficient investment budget at the beginning, it is more profitable to invest in a proper generation mix of thermal, wind and solar technologies from the system perspective. Since we consider a long-term investment plan, the operation cost for 6 years in Case 1 far outnumbers the investment cost, whereas the renewable generators only have a one-time cost for installation.

By comparing Case 2 and Case 3 in Table 2.2, we find that the operation cost is further greatly decreased in Case 3, but the investment cost and the load shedding cost increase significantly, which results in a higher total cost. However, as the investment cost of renewable technology decreases yearly, in the long-term planning, the system will tend to have higher renewable penetration approaching 100%, which will be detailed in subsection 2.5.4.
Under the current setting, we do not consider the energy storage and the time-shifting
demand response since we would like to investigate the cost-effectiveness of renewables only
from their own economic aspects. However, it is imperative to state that considering 100%
renewable energy without any energy storage or demand response is not beneficial for all
circumstances. It can be envisioned that energy storage and demand response can greatly
reduce the need for over-installation of renewable generation.

2). Interregional support with spatiotemporal correlations

The spatiotemporal correlations between renewables and regional differences of the un-
certainty also influence the investment portfolio of renewables. When we do not consider
any storage device or time-shifting demand response in our model, there could be a large
amount of load shedding in a particular region when the renewable generation in that region
is very low. However, such a situation can be largely mitigated with adequate transmission
capacity with the other regions since the variation of renewable generation output from each
region tends to cancel out over a large geographical area to provide a more stable output.
Hence, by using the proposed scenario generation and the optimization framework, the new
generators are built in the way that they can provide interregional energy support when
needed, based on their spatiotemporal correlations.

On the one hand, from the long-term investment perspective, in Figure 2.4, the diurnal
wind output in Region 1 is small, which incentivizes the investment of the solar unit at
bus 5 and reduces the investment of wind units in the region. Besides, in Case 3, the lines
connecting Region 2 and Region 3, i.e., line 15-18 and line 22-24, are all constructed to help
Region 3 cover its demand as the wind output in Region 3 in a long run is relatively lower
compared with the other regions.

On the other hand, from the short-term operation perspective, in the 6th year of
Case 3, we particularly analyze one operation scenario. Figure 2.6 depicts the active power
flow in the tie-lines with Region 1, i.e., lines 9-10, and 6-22. It can be seen that the power
support from the other regions reaches the peak value at hour 10 due to the lack of local
Figure 2.6. Power transfer from/to Region 1: one scenario.

wind power in Region 1, but Region 1 can export active power to the other regions at night when the wind output increases. This phenomenon validates the interregional support when the spatiotemporal correlations between renewables and load are present.

2.5.3. Case Studies: Contingency Criterion

Next, we elaborate on the contingency criterion and the impact of the worst-case contingency by comparing the following Case 4 with the previous Case 3.

- **Case 4.** We apply no contingency criterion in all regions, i.e., the robust counterpart in the model is omitted. The other settings are the same as Case 3.

Figure 2.7 demonstrates the generator’s installation details of these two cases. It can be seen from the results that when the N-1 contingency criterion is applied for each region in Case 3, the system needs to have more renewable generators installed to secure the demand. Particularly for the worst-case contingency, the system is prone to increase the investment in generators to provide more contingency reserves, which is also one of the reasons of the huge installations in Case 3.

2.5.4. Case Studies: Long-term Cost-effectiveness
To further elaborate the cost-effectiveness of long-term investment in renewables, especially for the 100% renewable penetration, we carry out two case studies of a 12-year expansion in the following:

- **Case 5.** $12,000M generation investment budget (12yrs);

- **Case 6.** $12,000M generation investment budget. Thermal units can only be installed in the first year. All the thermal units phase 10% capacity out per year (12yrs).

It is straightforward that the 100% renewable penetration is accomplished in the 11th year in Case 6. We enable the transmission expansion between any two connected buses for the annually increasing demand, and the other system settings are the same as in the previous case studies. Figure 2.8 depicts the investment plans and system costs. Accordingly, the salvage value of conventional generators is set as 25% of the investment cost in this case.
In Case 5, the installation of one thermal unit is mainly to balance the load shedding caused by stochastic generation, even when the interregional support from renewables has already largely mitigated this issue. And in Case 6 when the condition changes that the thermal units are no longer able to fully provide energy, the system planner is still prone to invest one thermal unit due to the high load shedding cost. Though the 100% renewable case, i.e., Case 6, still has a slightly higher cost than Case 5, we argue that the final cost difference highly depends on how we choose the system parameters. Nonetheless, from these two cases, we can see the potential of renewable generation’s long-term cost-effectiveness. In Case 5 when the phasing-out is not allowed, the system in the 12th year still reaches 96.43% renewable penetration, which implies the long-term economic payoff is higher than conventional units. It should also be noted that different settings of renewable-based G&TEP
studies could lead to different findings \( \textit{e.g.}, [20] \) but the proposed general framework still applies.

2.5.5. Case Studies: Investment Annuitization

In many investment studies, investors often consider annuitization of the investment cost to distribute the investment over the planning horizon. Hence, in this section, we illustrate the effect of considering the annuitization of the investment cost with the same settings of \textit{Case 1} and \textit{Case 2}. We keep the same investment budget as in \textit{Case 1} and \textit{Case 2}, and consider a general annual interest rate \( i \) of the investment as 6.04\% computed from the weighted average cost of capital (WACC) of 5.7\% [40]. We adopt the investment annuitizing method from Appendix A in [40] as we first calculate the annual discount factor (\( DF_t \)) by

\[
DF_t = \frac{1}{(1 + i)^t},
\]

then the annualized capital cost (\( ACC_g \)) and the discounted investment cost (\( IC_{g,t} \)) used in the objective function can be computed as

\[
ACC_g = OCC_g \cdot \frac{i \cdot (1 + i)^{LT_g}}{(1 + i)^n - 1},
\]

\[
IC_{g,t} = ACC_g \cdot \sum_{t' \leq \min \{LT_g, T\text{remain}\}} DF_{t'},
\]

where \( OCC_g \) denotes the overnight capital cost, \( LT_g \) denotes the generator lifetime, and \( T\text{remain} \) denotes the remaining time of the planning horizon. The annual increase in thermal units’ fuel cost and demand still applies.

Table 2.3 tabulates the results of the revisited \textit{Case 1} and \textit{Case 2} with considering the annuitized investment cost. In both cases, there is no load shedding. Thanks to the annuitization, the investment of generators can now be distributed to later planning years. Compared with the previous \textit{Case 1} and \textit{Case 2}, we find that both total costs do not differ much, and the results in \textit{Case 1} remain nearly the same except for some investments.
Table 2.3. Investment Portfolio with the Investment Annuitization.

<table>
<thead>
<tr>
<th>Investment*</th>
<th>Revisited Case 1</th>
<th>Revisited Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td>10 0 0 6</td>
<td>5 6 1 6</td>
</tr>
<tr>
<td>Year 2</td>
<td>0 0 0 0</td>
<td>0 3 0 1</td>
</tr>
<tr>
<td>Year 3</td>
<td>1 0 0 0</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>Year 4</td>
<td>1 0 0 0</td>
<td>1 0 0 0</td>
</tr>
<tr>
<td>Year 5</td>
<td>0 0 0 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>Year 6</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6-yr Invest. Payment</th>
<th>$762.67M</th>
<th>$4,153.67M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line Invest. Cost</td>
<td>$300M</td>
<td>$350M</td>
</tr>
<tr>
<td>Gen. Opera. Cost</td>
<td>$5,978.10M</td>
<td>$2,163.77M</td>
</tr>
<tr>
<td>Total Cost</td>
<td>$7,040.78M</td>
<td>$6,667.44M</td>
</tr>
</tbody>
</table>

* The integrals denote the numbers of invested thermal, wind, solar generators, and line.

distributed to later years. But in Case 2, the renewable installation is more prioritized, as the investment annuitization makes the renewable investment more competitive with thermal investments. However, we can still draw similar conclusions that a proper generation mix of conventional and renewable technologies renders a more cost-effective planning portfolio if the budget allows for renewable installations. As the annuitization method has already taken the generators' lifetime into account [40], we do not apply the technique of considering salvage incomes [37] in the revisited cases. Leveraging the annuitization method can make the investment in multi-year planning more comparable, which should be included in a more realistic G&TEP study. Also, it is noteworthy that the performance is highly sensitive to the selected WACC determined by the tax rate and expected returns on equity and debt.

2.6. Scalability Test

To validate the scalability of the proposed framework, we modify the WECC 243-bus system based on [41] for G&TEP studies and carry out the scalability test. Four generation technologies are included, i.e., coal, combined-cycle, wind, and solar. We carry out a
The number of combinatorial scenarios, in this case, is further reduced to 10 to reduce the computational burden. And we enable the phasing-out of conventional units as in Case 3. Figure 2.9 depicts the scheduled installed capacity for each generation technology and transmission line, where we can observe that the investment in solar and wind generators grows sharply in the first year and keeps increasing, due to the 25% annual phasing-out rate of the conventional generators. The computational time of the WECC simulation is 27 hours, which is comparably reasonable concerning the scale of the multi-year stochastic and robust planning problem.

2.7. Discussions

To clarify the scope of our work and how it should be used as a reference for both
academia and industry, we provide several discussions on this work.

1. Though the day-based contingencies have already been adopted in this work and other works, *e.g.*, [11, 25], the contingencies of power system components can be evaluated in a practically smaller time resolution.

2. Using only a few representative days has been found to be not enough, and more representative days should be included in more realistic studies of power systems with large amounts of renewable [42].

3. In the case studies, multiple economic factors can affect the optimized planning portfolio, *e.g.*, the increasing fuel cost, decreasing renewable investment cost, annual interest rate, and the salvage income. Different economic settings may lead to a different result, but the conclusion of the renewable-involved G&TEP study should hold similarly as discussed in the work. Besides, when we consider a longer term of planning, renewables will begin to show the potential of higher cost-effectiveness in the G&TEP.

4. Other practical factors should be taken into account in future research to make more precise investment decisions for investors, including but not limited to the employment of energy storage devices, more types of renewables, demand response, and ancillary services.

This work aims at providing a general framework and a solution algorithm, which can be applied to different uncertainty-based G&TEP studies. The case studies in this work are carried out under simplified simulation settings and demonstrate different renewable investment scenarios under specific parameters. The observations of a more complete and comprehensive long-term G&TEP study for realistic large-scale power systems may vary from this work as the findings are dependent upon many sensitive parameters including cost, discount rate and other detailed operational constraints.

2.8. Summary

This work introduces a novel modeling and solution strategy for the generation and transmission expansion planning under ultra-high renewable penetration, which allows analyses
of discrete and continuous uncertainties. Based on the theoretical derivation and numerical experiments, several remarks are in order:

- We propose a general hybrid stochastic and robust model that can accurately capture the uncertainties in the modern power grid, whose discrete and continuous features are taken into consideration with high flexibility.

- We propose a combinatorial solution strategy leveraging the state-of-the-art C&CG and L-shaped algorithms that can efficiently tackle intractable and multiplex uncertainty-based planning problems.

- We investigate the long-term renewable cost-effectiveness in the test results. A proper portfolio of generation mix of the conventional and renewable generation is shown to be beneficial under our specific problem settings, and we also pave a way for future discussions on the 100% renewable penetration potentials by investigating the long-term cost-effectiveness of the renewable generation.
Chapter 3

STOCHASTIC MARKET OPERATION FOR COORDINATED TRANSMISSION AND DISTRIBUTION SYSTEMS

3.1. Nomenclature

We provide a detailed notation list for this chapter.

1) Sets:

\( T / D \) Transmission (T) / distribution (D) system

\( G^T / G^D \) Conventional thermal generator of T / D system

\( E / I \) Renewable generator / connected bus

\( Q \) Network reconfiguration set

\( L^T / L^D \) Load of T / D system

\( F^T / F^D \) Line of T / D system

\( A^D / A_T^D \) Bus of D system / with substation

\( F_Q^D \) Configurable line of D system

\( S / N \) Sending / receiving bus of line

\( C \) Generator or injection mapping with bus

\( H \) Time horizon

\( O \) Iteration

2) Indices:

\( g^T / g^D \) Indices for conventional generators in T/D system
Indices for renewable generators in T/D system

Indices for loads in T/D system

Indices for transmission lines

Indices for connected distribution branches

Indices for nodes in T/D system

Indices for boundary buses

Indices for operating scenarios in T/D system

Indices for iteration counter

Indices for time (hours)

Indices for multiple D systems

Indices for configurable switch in D system

3) Parameters (in both T and D, otherwise specified):

Penalty cost [$/MWh]

Resistance / reactance / susceptance [p.u.]

Ramp-down / up limits [MW/h]

Shut-down / start-up cost [$]

Minimum ON / OFF time limits [h]

Active power flow limits [MW]

Upper limit of the branch current [A]

Lower/Upper limit of the nodal voltage [kV]

Active power output limits of generators [MW]
4) Uncertainties (in both T and D):

\[ P_{r,h}^{\max}(\omega) \] Maximum available renewable power [MW]

\[ L_{\ell,h}(\omega) \] Nodal demand [MW]

\[ Pr_\omega \] Probability for scenario \( \omega \)

5) Binary Variables:

\[ u_{Tg,h}^T / d_{Tg,h}^T \] Start-up/shut-down indicator for generators

\[ i_{Tg,h}^T \] Unit commitment indicator for generators

\[ z_{q,h,c} \] Distribution configuration indicator

6) Continuous Variables:

\[ p_{(T,D)}^{(T,D)} / p_i \] Active generation output / power injection

\[ q_{(T,D)}^{(T,D)} / q_i \] Reactive generation output / power injection

\[ p_h^D / q_h^D \] Active / reactive node injection

\[ p_f^T \] Active line flow

\[ p_{mn}^D / q_{mn}^D \] Active / reactive feeder flow

\[ x_{mn}^D \] Line orientation variable

\[ v_n / \delta_n^T \] Squared nodal voltage magnitude / angle

\[ y_{mn}^D \] Squared branch current

\[ s_\ell \] Active load shedding

3.2. Overview

Unit commitment (UC) and economic dispatch (ED) have been of capital importance in the market operations for system operators in the world. The coordination between transmission and distribution systems (T-D coordination) in the market operation has attacked
The primary motivation for T-D coordination is based on the fact that the distribution system has become active due to the increasing deployment of smart grid technologies including distributed energy resources (DERs), electric vehicles, microgrids, etc. The system dynamics within the distribution networks can propagate to the transmission side and vice versa [43]. A recent report from California Independent System Operator (CAISO) [44] supports this motivation. It indicates that, due to the growing penetration of the DERs, Independent System Operator (ISO), which regulates the upstream market in the transmission level, needs to attain more visibility on the downstream markets to reinforce its decision-making.

In the conventional market hierarchy, ISOs and utilities carry out UC and ED problems within their respective territories. The upstream operators make scheduling decisions according to the estimated information from the downstream aggregators [45]. Without the T-D coordination, the power mismatch at the boundary node between transmission and distribution systems proliferates as distribution systems become more and more active [46]. To cope with the issue of power mismatches, Z. Li et al. [47] proposed a distributed paradigm that ISO delivers its optimal locational marginal price (LMP) to distribution system operators (DSOs), whereas DSOs return their optimal energy demand to ISO. The mutually observable information in the T-D coordination should be limited to protect the confidentiality of stakeholders [47].

Recently, based on this decentralized framework, many papers have considered more elements and more efficient algorithms. P. Li et al. [48] built a distributionally robust optimization framework considering system uncertainties and adopted an analytical target cascading algorithm to decentralize the problem. R. Nejad et al. [49] and J. Zhao et al. [50] focused on the integrated system restoration using the alternating direction of multipliers method (ADMM) to decentralize the problem. M. Arpanahi et al. [51] proposed a decentralized framework for T-D coordination that considers robust optimization for the uncertainties, while using an enhanced ADMM algorithm to solve. A. Nawaz et al. [52] proposed a probabilistic coordination method to select one stochastic scenario to solve the T-D coordinated
problem. However, most of the works focus on ED or OPF, instead of the UC, which could not serve as a general reference for electricity market operations. It is also reasonable that the algorithms proposed above lie in the category of the augmented Lagrangian method, which would fail if integer variables are present in the problem.

For the modeling of T-D coordination, recently, research on this topic gains prevalence, and potential modeling frameworks from the perspective of DSOs can be categorized into three types, i.e., centralized, decentralized, and transactive models, which are summarized in [7]. Among the models discussed therein, Model 3, i.e., the distribution node utility model, acts as a transitional model from the centralized operation to the decentralized operation, where the ISO and DSOs take the responsibilities of market operations in the transmission and distribution level, respectively, and they exchange information in the boundary substation. The natural compatibility with the current market practice is the major advantage of this model [7]. Based on this framework, we propose a three-stage stochastic co-optimization for the T-D coordinated UC and ED. In this scheme, the ISO regulates the coordination between the transmission and distribution systems, where the transmission system operation is under control of the ISO and the distribution system operation is under control of the DSO. As in the current industry’s practice [53], the ISO carries out the transmission-level market operations including UC and ED with the distribution-level inputs from DSOs. DSOs are utilities that own the distribution network with aggregated DERs. It is also noteworthy that the current research on decentralized or transactive models is fruitful and few are investigating centralized frameworks due to the computational hurdle. However, before the fully decentralized distribution operations, the industry needs a transitional model that allows the ISOs to take the local distribution information into account while regulating the coordination [54]. Hence, in the proposed market hierarchy, the ISO performs the day-ahead transmission-level UC and ED with the aggregated distribution information, and DSOs perform the distribution-level ED. The ISO does not need to attain detailed distribution system information, which protects the local utilities’ confidentiality.

Apart from the scheduling, the distribution-level network reconfiguration drastically
influences the market operation in the distribution level, and the influence will propagate to the transmission level [55]. Since the ISO monitors the T-D coordination, the topology changes in the active distribution network (ADN) should be taken into consideration in the ISO’s operation. Besides, utilities are using an hourly decision-making process to evaluate and perform the reconfiguration [56]. Considering that the reconfiguration cannot be changed frequently in one day and should be determined in a day-ahead manner [56], in this work, we add the network reconfiguration decisions in the first stage together with the UC decisions.
In summary, we propose a market paradigm for the T-D coordinated power system, which is depicted in Figure 3.1. Mathematically, the ISO needs to solve a mixed-integer linear programming (MILP) model for transmission-level UC with distribution network reconfigurations, when DSOs need to solve convex programming models for distribution-level ED. In the first stage, the ISO performs the transmission UC and determines the distribution network reconfiguration, then delivers the information to the subsequent stages. Then, the ED operation is carried out in the second stage and delivers the optimal boundary offer to the third stage. The structure of the first and second stages forms a two-stage transmission-level stochastic UC [57]. Finally, DSOs perform their ED operations in the third stage based on the determined configuration from the first stage and the energy offer from the second stage.

For the solution strategy, there has been a significant number of studies towards the efficient solution of large-scale SP problems. One of the most commonly used strategies is the Benders decomposition or the L-shaped method [58]. For multi-stage SP as in this work, scenario-wise decomposition like the progressive hedging [59] and stage-wise decomposition like the approximate dynamic programming [60] are discussed in the literature. Particularly for the dynamic programming category, stochastic dual dynamic integer programming (SDDiP) has been an effective method for multi-stage stochastic optimization [61], with various recent applications on power systems. J. Zhou et al. [62] proposed a SDDiP model for multi-stage stochastic UC and enhanced the algorithm by a regularized level approximation for Lagrangian cuts. M. Hjelmeland et al. [63] adopted SDDiP solving a hydropower scheduling problem with binary expansion on state variables and found that the strengthened Benders cut presented the highest performance score. T. Ding et al. [64] leveraged the SDDiP method in the distribution system planning with a multi-stage nested decomposition algorithm. Though it is well recognized that SDDiP attains fast convergence and accuracy, it could not solve the proposed T-D coordinated market operation. The reasons are twofold: 1) Each time stage in the SDDiP needs to assume the complete information of both transmission and distribution networks, which compromises the stakeholders’ privacy; 2) There is
no evidence that the SDDiP retains global convergence if recourse problems are nonlinear.

Thus, since our work is both scenario-wise and stage-wise complex, we employ the nested L-shaped method [58] for the proposed T-D coordinated market operation. Furthermore, we enhance the conventional nested L-shaped method and algorithmically extend it to a multi-stage mixed-integer convex programming. To the best of the authors’ knowledge, this is the first work implementing a practical T-D market operation considering accurate network modeling/reconfiguration and uncertainties.

Based on the state-of-the-art research, the main contribution of this work is summarized below.

- We formulate the T-D coordinated UC&ED problem considering the distribution network reconfiguration. System-independent scenario sets capture the uncertainty of renewable generation and elastic demand for each system.

- We propose a market paradigm for the T-D coordinated UC&ED. This paradigm considers the coordination between different market stakeholders while protecting their confidentiality, which ISOs can easily adopt.

- We extend the generalized Benders decomposition method to a nested and stochastic version, which can efficiently solve the proposed T-D coordinated market operation model. We also theoretically prove and analyze the algorithmic convergence.

3.3. Mathematical Formulation of T-D Coordinated Market Operations

We detail the three-stage stochastic formulation and the convexified AC branch flow for the distribution part in this section. The overall formulation of the stochastic T-D coordinated UC & ED is separated and distributed in the following subsections. Note that the DC power flow is adopted in the transmission level in order to mimic the industrial practice. In contrast, the second-order cone programming (SOCP)-based convexified AC branch flow formulation is adopted in the distribution network to retain accuracy.
3.3.1. The First Stage: ISO’s UC Problem

The first stage solves a conventional transmission UC problem with the optimal distribution network reconfiguration, which is performed by the ISO.

\[
K_1 = \min_{u_{g,h}^T, d_{g,h}^T, i_{g,h}} \sum_{h} SU_g^T u_{g,h}^T + SD_g^T d_{g,h}^T + \mathbb{E}_{\omega^T} \{ K_2(x_1^*, \omega^T) \},
\]

subject to

\[
\begin{align*}
    u_{g,h}^T + d_{g,h}^T & \leq 1, \quad \forall g \in G^T, \forall h \in H, \quad (3-1a) \\
    u_{g,h}^T - d_{g,h}^T & = i_{g,h}^T - i_{g,h-1}^T, \quad \forall g \in G^T, \forall h \in H, \quad (3-1b) \\
    \sum_{h=MO_g+1}^{h} u_{g,h}^T & \leq i_{g,h}^T, \quad \forall g \in G^T, \forall h \in H, \quad (3-1c) \\
    \sum_{h=MD_g+1}^{h} d_{g,h}^T & \leq 1 - i_{g,h}^T, \quad \forall g \in G^T, \forall h \in H, \quad (3-1d) \\
    u_{g,h}^T, d_{g,h}^T, i_{g,h}^T, z_{q,h,c} & \in \{0, 1\}, \quad (3-1e)
\end{align*}
\]

where \( K_2(x_1^*, \omega^T) \) denotes the second-stage recourse and \( x_1^* = [u_{g,h}^{T*}, d_{g,h}^{T*}, i_{g,h}^{T*}] \). “*” stands for obtained and fixed decisions. Constraints (3-1a) and (3-1b) enforce the binary exclusiveness of the start-up and shut-down indicators; constraints (3-1c) and (3-1d) model the minimum ON/OFF time; constraint (3-1e) indicates the binary nature of the variables. Note that there is no distribution configuration variable, i.e., \( z_{q,h,c} \), in the objective function and constraints, which is determined based on the information sent back from the DSO’s stage.

3.3.2. The Second Stage: ISO’s ED Problem

The second stage formulates a transmission-level ED problem based on the UC decisions.
delivered from the first stage, which is detailed in (3-2). For each \( \omega^T \):

\[
K_2(x_1^*, \omega^T) = \min_{p_{g,h}, s_{f,h}} \sum_{h}^{H} \left\{ \sum_{g}^{G} f_T(p_{g,h}) + \sum_{f}^{L} PC_T^T s_{f,h} \right\} \\
+ \sum_{c} w_c \cdot \mathbb{E}_{\omega^D} \left\{ K_3(x_2^*, y^*, \omega^D) \right\}
\]  

(3-2)

subject to

\[
\sum_{g}^{G} p_{g,h} = \sum_{i}^{I} p_{i,c,h} + \sum_{r}^{R} p_{r,h} - \sum_{f}^{L} p_{f,h} + \sum_{f}^{L} \sum_{n}^{N} p_{f,h} = 0, \quad \forall n^T, \forall h, \quad (3-2a)
\]

\[
p_f^T = X_f^T \left[ \delta_{\omega}^{T(S(n^T)=f^T,h)} - \delta_{\omega}^{T(N(n^T)=f^T,h)} \right], \quad \forall f^T, \forall h, \quad (3-2b)
\]

\[
-P_{f,h}^{T,max} \leq p_f^T \leq P_{f,h}^{T,max}, \quad \forall f^T, \forall h, \quad (3-2c)
\]

\[
\ell_{g,h} p_{g,h} \leq p_{g,h} \leq \ell_{g,h} P_{g,h}^{T,max}, \quad \forall g^T, \forall h, \quad (3-2d)
\]

\[
0 \leq p_{r,h} \leq P_{r,h}^{T,max}(\omega^T), \quad \forall r^T, \forall h, \quad (3-2e)
\]

\[
p_{g,h} - p_{g,h-1} \leq RU_g^T(1 - u_{g,h}) + u_{g,h} P_{g,h}^{T,min}, \quad \forall g^T, \forall h, \quad (3-2f)
\]

\[
p_{g,h-1} - p_{g,h} \leq RD_g^T(1 - \delta_{g,h}) + \delta_{g,h} P_{g,h}^{T,min}, \quad \forall g^T, \forall h, \quad (3-2g)
\]

where \( K_3(x_2^*, y^*, \omega^D) \) denotes the third-stage recourse, \( x_2^* = [z_{q,h,c}^*] \), and \( y^* = [p_{c,h}^*] \). \( w_c \) stands for the weight of different distribution systems pertaining to the importance of the corresponding system. For instance, hospitals and military regions require higher priority of electricity supply, which results in higher weight \( w_c \) in this model (\( w_c \in (0, 1] \) and \( \sum w_c = 1 \)).

We also adopt the piecewise-linear thermal generation cost function as \( f^T(\cdot) \) and enable load shedding to retain feasibility. Constraint (3-2a) enforces the active power balance, and constraint (3-2b) represents the DC power flow equation in the transmission lines. Line flow constraints and active power generation constraints for thermal generators are described in constraints (3-2c) and (3-2d), respectively. In constraint (3-2e), the renewable generation is
limited within the uncertain upper bound \( w.r.t. \) the scenario index \( \omega^T \). For brevity, we only give the scenario index to uncertain parameters, but the variables should be associated with the scenario index as well. Besides, constraints (3-2f) and (3-2g) represent the ramp-up/down limits, respectively.

3.3.3. The Third Stage: DSO’s ED Problem

From DSOs’ perspective, the third stage establishes a distribution-level ED, as shown in (3-3). Since DER generators are fast-responsive, their UC decisions are not considered. However, the distribution network is reconfigurable [45] and controlled by the ISO in the proposed T-D coordinated market operation. Note that \( \omega^D_c \) for each \( c \) in the third stage is independent of each other and \( \omega^T \) in the second stage. For each \( c \) and \( \omega^D_c \):

\[
K_3(x^*_2, y^*, \omega^D_c) = \min_{y^*_{g,h,c}} \sum_{g} \sum_{h} f^D(p^D_{g,h,c}) + \sum_{\ell} PC_{\ell,c}D \max_{s_{\ell,h,c}} \tag{3-3}
\]

subject to

\[
\begin{align*}
\text{(3-3a)} & \quad p^D_{g,h,c}^{\text{min}} \leq p^D_{g,h,c} \leq p^D_{g,h,c}^{\text{max}}, & \forall g^D, \forall h, \\
\text{(3-3b)} & \quad -RD^D_{g,c} \leq p^D_{g,h+1,c} - p^D_{g,h,c} \leq RU^D_{g,c}, & \forall g^D, \forall h, \\
\text{(3-3c)} & \quad 0 \leq p^D_{r,h,c} \leq p^D_{r,h,c}^{\text{max}}(\omega^D_c), & \forall r^D, \forall h, \forall \omega^D_c, \\
\text{(3-3d)} & \quad 0 \leq y^D_{mn,h,c} \leq x^D_{mn,h,c} \max_{m,n,h,c}, & \forall (m,n) \in F^D_Q, \forall h, \\
\text{(3-3e)} & \quad 0 \leq y^D_{mn,h,c} \leq \max_{m,n,h,c}, & \forall (m,n) \in F^D \setminus F^D_Q, \forall h, \\
\text{(3-3f)} & \quad (p^D_{mn,h,c})^2 + (q^D_{mn,h,c})^2 \leq y^D_{mn,h,c}v_{m,h,c}, & \forall (m,n) \in F^D, \forall h, \\
\text{(3-3g)} & \quad x^D_{mn,h,c} \geq 0, & \forall (m,n) \in F^D, \forall h, \\
\text{(3-3h)} & \quad x^D_{mn,h,c} = 0, & \forall n \in A^D_T, \forall h, \\
\text{(3-3i)} & \quad x^D_{mn,h,c} + x^D_{nm,h,c} = 1, & \forall n \in F^D \setminus F^D_Q, \forall h,
\end{align*}
\]
\( x^D_{mn,h,c} + x^D_{nm,h,c} = z^*_q,h,c \), \( \forall n \in F^D_Q, \forall h \), \( (3-3j) \)

\[ \sum_{n: (m,n) \in F^D} x^D_{mn,h,c} = 1, \quad \forall m \in A^D \setminus A^D_T, \forall h \], \( (3-3k) \)

\[ p^D_{n,h,c} = \sum_{k \rightarrow n} p^D_{nk,h,c} - \sum_{n \rightarrow j} (p^D_{nj,h,c} - R_{nj} y^D_{nj,h,c}), \quad (3-3l) \]

\[ q^D_{n,h,c} = \sum_{k \rightarrow n} q^D_{nk,h,c} - \sum_{n \rightarrow j} (q^D_{nj,h,c} - X_{nj} y^D_{nj,h,c}), \quad (3-3m) \]

\[ v^D_{n,h,c} - v^D_{m,h,c} \leq M(1 - x^D_{nm,h,c}) + (R^2_{mn} + X^2_{mn}) y^D_{mn,h,c} - 2(R_{mn} p^D_{mn,h,c} + X_{mn} q^D_{mn,h,c}), \quad (3-3n) \]

\[ v^D_{n,h,c} - v^D_{m,h,c} \geq -M(1 - x^D_{nm,h,c}) + (R^2_{mn} + X^2_{mn}) y^D_{mn,h,c} - 2(R_{mn} p^D_{mn,h,c} + X_{mn} q^D_{mn,h,c}), \quad (3-3o) \]

\[ p^D_{n,h,c} = \sum_{g \in C(g^D) = n} p^D_{g,h,c} + \sum_{i \in C(i^D) = n} p^D_{i,h,c} + \sum_{r \in C(r^D) = n} \left( L^D_{r,h,c}(\omega^D_c) - s^D_{r,h,c} \right), \quad (3-3p) \]

\[ q^D_{n,h,c} = \sum_{g \in C(g^D) = n} q^D_{g,h,c} + \sum_{i \in C(i^D) = n} q^D_{i,h,c} + \sum_{r \in C(r^D) = n} \left( q^D_{r,h,c} + \sum_{l \in C(l^D) = n} q^D_{l,h,c}(\omega^D_c) \right), \quad (3-3q) \]

\[ V^D_{n,h,c} \leq v^D_{n,h,c} \leq V^D_{n,h,c} \max, \quad (3-3r) \]

where \( f^D(\cdot) \) represents the piecewise-linear cost function. The constraints for non-reconfigurable branches are identical to the transmission lines in the second-stage problem, while the constraints for reconfigurable branches are with the reconfiguration decisions, as shown in constraints (3-3d) and (3-3e).

We cast a SOCP relaxation for power flow modeling. Constraint (3-3f) is the convex SOC constraint. Note that we neglect shunt impedances for simplicity. \( k, j, m \) are notations for connected buses. We also assume that the distribution networks can well control the voltage and reactive power performance. Hence, we only consider the reactive power in the distribution systems and no reactive power exchange will happen \([65]\). Future works include that the
distribution systems can provide reactive power support to the transmission system, where our proposed model can also be adopted. Also, note that we employ the widely-adopted branch flow model for the SOCP relaxation [66] of the AC power flow. However, other SOCP relaxation techniques, including the bus injection model and its variants [67], could also be adopted in the proposed framework, given that the feasibility region is convex.

To ensure the distribution network’s radicity, we also enforce constraints (3-3g) - (3-3k). Note that $x_{mn}$ are continuous variables and will be either zero or one to keep arborescence [68], which retains model (3-3)’s convexity. Upon using this, we restrict the distribution network information in the third stage, which protects the confidentiality of distribution utilities. Other constraints are with the typical branch flow model under SOCP relaxation [69].

3.4. Decomposition-based Solution Strategy for the Three-Stage Market Operation

In this section, we provide an efficient solution strategy towards the multi-scale and multi-stage SP problem for T-D coordinated market operation. As the original formulation follows a stage-decomposable structure, it can be readily tackled by the L-shaped method, as adopted in multiple works [58, 70]. However, since the proposed T-D coordinated hierarchy is a three-stage problem, the L-shaped method needs to be nested. In this work, we tailor a generalized nested decomposition based on the nested L-shaped method to facilitate the solution upon different and individual scenario sets. To be more concise, we use the compact form for equations in this section, and similarly, we only put the scenario indices ($\omega^T$) and ($\omega^D$) with the uncertain parameters.

3.4.1. ISO’s Master Problem

The ISO’s UC problem (3-1), i.e., the first-stage problem, serves as the master problem. The complicating variables in the master problem include the unit commitment decisions, i.e. $u_{g,h,d_{g,h,i_{g,h}}}$ (denoted by vector $x_1$), and the reconfiguration decisions, i.e. $z_{q,h,c}$ (denoted
by vector $x_2$). A compact form for the master problem (3-1) is represented in (3-4).

$$M = \min_{x_1, x_2} \mathbf{c}^T x_1 + 0^T x_2 + S_t^*, \quad (3-4)$$

subject to

$$A_1 x_1 + B_1 x_2 \leq b_1, \quad (3-4a)$$
$$A_2 x_1 + B_2 x_2 = b_2, \quad (3-4b)$$
$$S_t^* = \max_{o \in O} \left\{ \alpha_o^o + (\beta_{t1}^o)^T x_1 + (\beta_{t2}^o)^T x_2 \right\}, \quad (3-4c)$$

where $S_t^*$ denotes the maximum of cuts returned from the second-stage subproblem, and constraint (3-4c) includes the optimality cuts returned from the second-stage problem with the information of the second and third stages for all iterations.

3.4.2. ISO’s Subproblem

The second-stage problem (2), i.e., the ISO’s subproblem ($S_t$), models the transmission-level ED, as shown in (3-5).

$$\forall \omega^T: \quad S_t(\omega^T) = \min_y \mathbf{c}_3^T y + S_d^*, \quad (3-5)$$

subject to

$$K_1 y = r_1(\omega^T) : \quad \gamma, \quad (3-5a)$$
$$H_1 x_1^* + A_3 y \leq b_3 : \quad \phi, \quad (3-5b)$$
$$S_d^* = \max_{o \in O, c} \left\{ w_c \cdot \left[ \alpha_d^o + (\beta_{d1}^o)^T y + (\beta_{d2}^o)^T x_2^* \right] \right\} : \quad \mu, \quad (3-5c)$$

where $x_1^*$ and $x_2^*$ are delivered from the master problem, $y$ is the second-stage variable vector, including the generation dispatch, load curtailment and line flows, etc. $\gamma$, $\phi$ and $\mu$ are the dual vectors, whereas auxiliary variable $S_d^*$ and constraint (3-5c) formulate the
relaxed counterpart of the third-stage problem. To update the optimality cut (3-4c) in the master problem, we calculate the subgradients as follows.

\[ \alpha_t^o = \sum_{\omega} \Pr_{\omega} \{ \gamma^T r_1(\omega^T) + \phi^T b_3 - \mu^T [\alpha_d^o + (\beta_{d2}^o)^T x_2^* - S_d^*/w_c] \} \]

\[ \beta_t^o_1 = -\sum_{\omega} \Pr_{\omega} H_1^T \phi; \quad \beta_t^o_2 = -\sum_{\omega} \Pr_{\omega} \beta_{d2}^o \mu. \]

3.4.3. DSO’s Subproblem

The third-stage problem (3-3), i.e., the DSO’s subproblem \((S_d)\), which is a convex SOCP model, formulates the distribution-level ED, as shown in the compact form (3-6). Without loss of generality, we group the affine constraints with the SOC one in constraint (3-6a), as affine functions are a special case of SOC when \(K_2\) is a zero matrix.

\[ \forall c, \forall \omega_c^D : \quad S_d(w_c, \omega_c^D) = \min_z \ c_3^T z, \quad (3-6) \]

subject to

\[ \| H_2 y^* + K_2 z + e \|_2 \leq q^T y^* + p^T z + H_3 x_2^* + r_2(\omega_c^D), \quad (3-6a) \]

where \(x_2^*\) and \(y^*\) are decisions delivered from the first-stage problem and the second-stage problem, respectively. Then we write the dual form of (3-6) in (3-7).

\[ S_{d}^{\text{dual}}(w_c, \omega_c^D) = \max_{u,v} \left[ u^T (H_2 y^* + e) - v(q^T y^* + H_3 x_2^* + r_2(\omega_c^D)) \right], \quad (3-7) \]
subject to

\[ \mathbf{K}_2^T \mathbf{u} + \mathbf{v}^T \mathbf{p} = \mathbf{c}_3, \quad (3-7a) \]
\[ \| \mathbf{u} \|_2 \leq \mathbf{v}, \quad (3-7b) \]

where \( \mathbf{u} \) and \( \mathbf{v} \) are the dual vectors of the Euclidean norm and the SOC, respectively. Note that this dual problem is also a convex SOC and only satisfies the weak duality. However, given the assumption that the nodal voltage constraint is not binding, which is a mild assumption in the realistic power system, there exists an interior in the primal and dual feasibility regions and hence Slater’s condition holds, which means the strong duality can be retained [71]. Then the subgradients can be calculated for the optimality cut in the ISO’s subproblem.

\[ \alpha_{d}^o = \sum_{\omega^p_c} \Pr_{\omega^p_c} [\mathbf{u}^T \mathbf{e} - \mathbf{v} \cdot r_2(\omega^p_c)]; \]
\[ \beta_{d1}^o = \sum_{\omega^p_c} \Pr_{\omega^p_c} [\mathbf{u}^T \mathbf{H}_2 - \mathbf{v} \cdot \mathbf{q}] ; \quad \beta_{d2}^o = -\sum_{\omega^p_c} \Pr_{\omega^p_c} \mathbf{v} \cdot \mathbf{H}_3^T; \]

3.4.4. Generalized Nested Decomposition Algorithm

To cope with the proposed T-D coordinated hierarchy, we devise a generalized nested decomposition (GND) algorithm. The general procedure is demonstrated in Figure 3.2. In particular, with an initial feasible point of the complicating variables determined from the initial master problem, the problem in each stage can deliver the optimal complicating variables back to the previous stage problem via creating the lower bounding affine cuts by subgradients. If any recourse is infeasible, a feasibility cut will be returned to the upper stages and repeat the loop in Figure 3.2 [72]. For more details about the feasibility check, please see Appendix B. These cuts formulate the relaxed counterparts of the respective subproblems and hence decompose the overall problem. Each subsystem in the second-stage and
third-stage can keep its own scenario set and return its own single cut. For multiple distribution systems in the third stage, they return multiple cuts to the second-stage problem based on the single cut from respective scenario sets. From the third stage to the second stage, it is promising to adopt the cut sharing [73] between each second-stage scenario to facilitate the solution, which does not compromise exactness. Besides, The non-anticipativity in any current stage is implicit since we only have one copy of wait-and-see variables in the previous stage. For the convergence proof, we first give the following assumption.

**Assumption 1.** 1) The second-stage and third-stage problems are convex and have complete recourse; 2) all recourse stages have finite support; 3) all the scenario sets are stage-wise in-
dependent.

These are all mild assumptions in the current electricity market in terms of system operations. For the first two items, current industrial ED problems are mostly convex and feasible (with load shedding allowed), and if we consider stochastic scenarios, they should be finite in practice. For the third item, the transmission system should have an independent and different scenario set with DSOs, as well as scenario sets between DSOs. Then based on [61], consider the following proposition.

**Proposition 1.** *Provided with Assumption 1, constraints (3-4c) and (3-5c) provide accurate approximations for the second stage and the third stage, respectively.*

**Proof.** From problem $S_d$ to $S_t$, subproblem (3-7) is solved for each $\omega^D_c$, yielding corresponding optimal dual solutions. As problem $S_d$ is convex and has complete recourse, the Slater’s condition holds. Consider $Q(x_2, y, \omega^D_c)$ as the third-stage problem’s dual:

$$Q(x_2, y, \omega^D_c) = u^T(H_2 y + e) - v(q^T y + H_3^T x_2^* + r_2(\omega^D_c)).$$

Based on the convexity of $S_d$, the subgradients provide:

$$Q(x_2, y, \omega^D_c) \geq u^T(H_2 y + e) - v(q^T y + H_3^T x_2^* + r_2(\omega^D_c)).$$

Taking the expectation according to the distribution of uncertainty $\omega_d$, and using the subgradient notations, we have:

$$Q(x_2, y) \geq \alpha_d + \beta^T_{d1} y + \beta^T_{d2} x_2^*.$$  

Thus, the affine function below for iteration $o$ gives an exact outer linearization for problem
$S_d$ and is returned to $S_t$:

$$F(y: y^o) = \alpha_d^o + (\beta_d^o)^\top y + (\beta_d^o)^\top x^*_t$$

When there are multiple $S_d$ in the third stage, each of them returns the corresponding affine cut to $S_t$. Thus, the optimality of the problem follows from the complete recourse of all subsystems, and the approximation is exact if and only if $Q_o = \max_o \{ F(y: y^o) \}$, i.e., constraint (3-5c). Proof is similar for the approximation of $S_t$ in $M$, i.e., constraint (3-4c).

And here concludes the proof.

**Remark 1.** As the approximation of constraints (3-4c) and (3-5c) is accurate for recourses, based on Remark 4 and Remark 5 in [61], the cuts from subsequent stages formulate accurate approximations only containing the subgradient information. Hence, provided with Assumption 1, when the cuts provide exact approximations of later-stage problems, after a sufficiently large number of forward and backward iterations, the algorithm will converge to a solution within a sufficiently small gap from the global optimality with probability 1.

**Remark 2.** The assumption that the nodal voltage constraint is not binding is mild [71] because the voltage deviations in distribution networks should be well controlled by voltage regulators. It is unnecessary to consider the local voltage stability issue in a market clearing problem from the ISO’s perspective since there is no such a market product. A Volt/VAR optimization problem could be solved by local utilities to tackle this issue once the hierarchical market is cleared [74].

**Remark 3.** Note that in our case, $M$ is a MIP. Hence, the final optimal solution satisfies the potential MIP gap without loss of generality as the affine cuts are created from convex subproblems. Practically, we admit that the GND’s algorithmic gap is hard to achieve zero, and together with the MIP gap, the final solution might not be optimal. However, the theoretical global optimality remains if convexity holds for recourses.

**Remark 4.** The first three blocks in Figure 3.2 are for the initialization. However, if we can find an excellent warm-start initial point, the algorithm will converge faster. Besides,
since the cut herein gives an affine approximation, cut sharing and cut selection can further contribute to the acceleration.

**Remark 5.** The ISO’s master problem receives only the cut information consisting of subgradients from the lower-level problems. With only the subgradients, one cannot recover the full network information, which prevents the ISO from having the network information and thus protects the confidentiality.

### 3.5. Numerical Experiments

To test the efficacy of the proposed T-D coordinated market operation and the solution strategy, we carry out case studies on a modified `Tran6+Dist7+Dist9` test system from [75] and a `Tran118+Dist30×5` from [46] for day-ahead UC & ED problems. We solve all of the experiments by Gurobi on a Windows PC with quad-core Intel i7-6700 CPU and 8GB of RAM.

#### 3.5.1. Tran6+Dist7+Dist9 Test Case

We depict the system topology in Figure 3.3, which consists of one transmission system (TS) and two radial ADNs. The original test system [75] did not consider the resistance and reactive demand/generation limits. In this study, they are obtained via a fixed R/X ratio (assume all distribution branches are with the same configuration and R/X ratio is 1:2) and power factor (assumed to be V-I 0.95 lagging) using the existing data. We also have four switches $K_1$-$K_4$ installed to enable the network reconfiguration of each ADN while the switch can be reconfigured every 8 hours.

For uncertainties, one wind generator $G_3$ and two PV units $RG_1$ in ADN$_1$ and $RG_2$ in ADN$_2$ are added in the system, whose power outputs are uncertain and sampled from three different historical datasets obtained from [76]. Note that for the renewables, we scale the historical data to a distribution level, with the maximum output as 25MW. We also slightly reduce the capacity of $DG_1$ and $DG_2$ in the original data. The hourly load profile is also assumed to be stochastic that respects the sampled demand scenarios and is distributed.
according to the factor shown in Figure 3.3. The penalty cost for the load shedding is $1,000/MW, in order to make the ADN decisions comparable with the TS.

First, 150, 200, and 200 scenarios for the renewable generators $G_3$, $RG_1$, and $RG_2$ are sampled, and 180 scenarios for the demand are sampled using Monte-Carlo sampling from the historical data, respectively. The number of joint renewable and demand scenarios is very high and could jeopardize the computational efficiency. Then, we employ the Fast Forward/Backward approach [34] in the GAMS SCENRED toolbox to reduce the numbers of the joint renewable and load scenarios in the three grids. Figure 3.4 shows the sensitivity analysis of scenario number reduction. We have a base scenario reduction $\Delta$ that has 5, 10, and 12 scenarios for the TS, $ADN_1$, and $ADN_2$, respectively, and we linearly increase the number of the desired scenarios as shown in the x-axis of Figure 3.4. It can be seen that using $10 \times \Delta$ scenarios has a solution gap of 2.12% compared with using $50 \times \Delta$ scenarios. Hence, we argue that using $10 \times \Delta$ scenarios achieves the tradeoff between the accuracy and complexity. Note that the scenarios are $i.i.d.$ $w_c$ for the two distribution systems are set equal in this study, and the convergence criterion $\varepsilon$ is 0.01%.

Figure 3.5 shows the algorithmic performance in this case. The GND algorithm converges in the 31th iteration. The total load shedding upon convergence is zero. The costs of the two ADNs start at extremely high levels in that the TS draws a large amount of
energy from the distribution sides to reduce its power outputs in the first iteration. This phenomenon is because there is no restriction on the power exchange when the two ADNs have to feed the TS even with high load shedding in the local area. However, the injections from the TS to ADNs finally become incentivized as the operation cost of the conventional units in the TS is much lower than the load shedding price in ADNs, and the DER units in ADNs cannot fully support the local demands. Note that the solution reaches $36,449 in iteration 17, and it is within a gap of 0.14%, as shown in Figure 3.5. Thus, if we have a slightly higher tolerance on the optimality, we can greatly reduce the computation time.

Figure 3.6 provides the unit commitment decisions as well as the network reconfiguration solutions of the master problem upon convergence. $G_1$ is committed ON throughout the time due to its low generation cost and large capacity. $G_2$ is mainly used during the twilight time since the PV generation is low at that time, but the energy consumption is high. $ADN_1$ changes its topology once in this operation based on the optimized switch decisions, whereas $ADN_2$ remains the original topology. The topology change in $ADN_1$ is mainly due to the
capacity of lateral 3-7 at hour 16 cannot support the increasing demand of load $L_8$ and $L_9$, and lateral 3-4 can relieve the congestion pressure by bifurcating the flow to two laterals, i.e., 4-5 and 4-6, towards the demand nodes.

Besides, to illustrate the necessity of the T-D coordination, we carry out the other two comparative experiments on isolated UC&ED and report the results in Table 3.1 in comparison with the results of the T-D coordinated case. $IUCED_1$ mode means that TS forecasts the boundary power demand as all demands in the ADN, and $IUCED_2$ mode forecasts it as the maximum forecast demand minus the maximum generation outputs in the ADNs. $TDC-UCED$ stands for the proposed T-D coordinated UC&ED setting. It can be observed from the table that in both isolated modes, there exists a notable power mismatch, even if the $IUCED_2$ mode can fairly approximate the coordination used by some current industry
Figure 3.6. *Tran6+Dist7+Dist9* commitment and reconfiguration solutions

practice [46]. A small power mismatch, however, can still raise severe conditions for system operators as it influences the system stability. We also notice that the received LMP in both ADNs is decreasing, which is due to the relieved line congestion by the distribution network reconfiguration considered in the T-D coordinated framework. This observation defends the necessity of adopting the network reconfiguration-embedded T-D coordination in the future market. We further conduct two additional analyses to illustrate the algorithmic performance.

1). Exactness of the SOCP relaxation

While the branch flow model adopted in this work has been widely recognized as a nearly exact relaxation of the actual AC power flow [66], we further demonstrate its exactness by the SOCP gap, which is also a well-known index for evaluating the SOCP performance [77]. Table 3.2 tabulates the maximum SOCP gap values throughout scenarios in the two ADNs.

Generally, the smaller the gap is, the higher exactness the formulation achieves [77]. It
Table 3.1. Comparative Analysis on Isolation and Coordination.

<table>
<thead>
<tr>
<th></th>
<th>TS</th>
<th>Total Costs:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADN₁</td>
<td>ADN₂</td>
</tr>
<tr>
<td>IUCED₁</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power Mismatch</td>
<td>31.1%</td>
<td>37.8%</td>
</tr>
<tr>
<td>Total Costs</td>
<td>$4,324.82</td>
<td>$5,609.71</td>
</tr>
<tr>
<td>Received LMP</td>
<td>$16.83/MWh</td>
<td>$16.83/MWh</td>
</tr>
<tr>
<td>IUCED₂</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power Mismatch</td>
<td>5.8%</td>
<td>8.4%</td>
</tr>
<tr>
<td>Total Costs</td>
<td>$3,658.62</td>
<td>$5,119.84</td>
</tr>
<tr>
<td>Received LMP</td>
<td>$15.47/MWh</td>
<td>$15.47/MWh</td>
</tr>
<tr>
<td>TDC–UCED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power Mismatch</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Total Costs</td>
<td>$3,316.20</td>
<td>$4,789.09</td>
</tr>
<tr>
<td>Received LMP</td>
<td>$14.73/MWh</td>
<td>$14.73/MWh</td>
</tr>
</tbody>
</table>

Table 3.2. Maximum SOCP Gaps of the two ADNs (p.u.)

<table>
<thead>
<tr>
<th>Network</th>
<th>ADN₁</th>
<th>ADN₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOCP gap</td>
<td>0.0064</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

can be shown from Table 3.2 that our proposed model is accurate enough. Though this approximation still cannot fully replace a complete AC power flow model, it gives an excellent starting point for such analyses run by ISOs with superior computational efficiency. Figure 3.7 also shows that under normal system conditions, the nodal voltage constraints are non-binding, which supports the strong duality of the SOCP-based subproblem.

2). Sensitivity analysis for initial values

To technically support Remark 4, we conduct a sensitivity analysis for initial values in the algorithm. Note that we are particularly interested in the distribution reconfiguration variables’ initial values since the unit commitment variables will render no infeasibility in subsequent stages. We use five cases of initial values for the sensitivity analysis.
Figure 3.7. Boxplot for voltage magnitudes of the two networks

- **Case 1.** Throughout the horizon, \( K_1 = 1 \) and \( K_2 = 0 \), \( K_3 = 1 \) and \( K_4 = 0 \).

- **Case 2.** Throughout the horizon, \( K_1 = 0 \) and \( K_2 = 1 \), \( K_3 = 0 \) and \( K_4 = 1 \).

- **Case 3.** Throughout the horizon, \( K_1 = 1 \) and \( K_2 = 1 \), \( K_3 = 0 \) and \( K_4 = 0 \).

- **Case 4.** Throughout the horizon, \( K_1 = 0 \) and \( K_2 = 0 \), \( K_3 = 1 \) and \( K_4 = 1 \).

- **Case 5.** The optimal configuration settings obtained by the simulation.

It is straightforward that **Case 1** and **Case 2** give a feasible set of initial values, while **Case 3** and **Case 4** give an infeasible one. **Case 5** serves as a comparison with a perfect initial value. **Figure 3.8** depicts their performance. It is shown that all five cases converge to the optimal solution, whereas **Case 1** and **Case 2** spend fewer iterations than **Case 3** and **Case 4**, but **Case 5** achieves the fastest performance. The additional iterations spent in **Case 3** and **Case 4** are mostly feasibility-check iterations, where distribution systems return feasibility cuts.
This experiment shows that a feasible initial value leads to a better performance, whereas a perfect initialization would further save the computational time.

3.5.2. Tran118+Dist34×5 Test Case

To test the scalability of the proposed method, we carry out experiments on a Tran118+Dist34×5 test case modified from [46], which consists of one IEEE 118-bus transmission system and 5 IEEE 34-bus distribution systems. A similar data modification such as R/X ratio and power factor is conducted to make the original system suitable for our study. Moreover, we also perform similar scenario generation and reduction for the additional ADNs (only 20 scenarios are considered in each ADN, and 10 scenarios are considered in the TS). The load shedding cost is set as $1,000/kW in ADNs to keep comparability.

Three cases with different stopping criteria ε for the GND algorithm, namely 3%, 1%, and 0.1%, are set up to test the algorithmic performance in a large system. Figure 3.9 shows the comparative results. The boundary purchase here is defined by the sum of multiplications between boundary LMPs, which are the dual values of the boundary nodal balance constraints in the second stage, and the power injections from the TS. We multiply the total ADN cost and the purchase cost by 10 to make costs comparable. It can be observed that the convergence speed greatly depends on the choice of the stopping criterion. And the algorithm spends a great number of iterations to close the gap between 1% and 0.1%, which is also a feature of optimality conditioned algorithms.

The CPU time for the case when ε = 1% is around 4.5 hours, which is acceptable considering such a stochastic, complex, and accurate modeling for both transmission and distribution systems. However, directly running the corresponding deterministic equivalent SP problem drains up the RAM and returns no solution. This observation defends the necessity of using the proposed decomposition technique for acceleration. Note that with a more powerful simulation platform, such as high-performance CPU clusters, solving all the second-stage and third-stage subproblems with each scenario realization could be implemented in parallel, which can significantly reduce the computational time.
Figure 3.8. Sensitivity analysis on the initial values

3.6. Summary

To help the ISO with tackling the increasing system intermittency from the active distribution system and reduce the boundary power mismatch, we propose a T-D coordinated market paradigm including UC and ED. This work is mainly from the ISO’s perspective to optimize its daily operation considering the DSO’s performance. A generalized nested decomposition method is tailored and efficiently decomposes the problem, which greatly facilitates the solution. The theoretical convergence proof of this algorithm is also articulated. Numerical experiments corroborate the effectiveness of the proposed strategy and show the necessity of the T-D coordination.

Future studies include exploring more effective cut selection from the convex relaxation of subproblems, e.g., the Lagrangian dual cut, to reduce the computational time. Besides, with the increasing DER installation in distribution systems, similar coordinations between DSOs and microgrids await in-depth investigation.
Figure 3.9. Comparative analysis with different stopping criteria
Chapter 4

FUTURE ELECTRICITY MARKET DESIGNS AND GENERIC SIMULATION PLATFORM

In this chapter, we comprehensively discuss the state-of-the-art progress of the electricity market operations considering renewable resources, which is summarized in an overview. We throw a draft design of the future market structure based on the renewable impacts and the increasingly distributed framework. Then, we also present a general simulation platform for researchers and industry partners to conduct state-of-the-art electricity market operations. We implement this platform as a potential open-source simulation package for future users’ flexibility. The main contents of this chapter, thus, can be divided as follows.

- State-of-the-art market operations considering variable renewable energy are reviewed. Several questions are raised against the development of the future electricity market.
- A draft design on the future market structure considering renewables and the distributed framework is discussed.
- Attempting to solve the revealed questions, a general electricity market operation simulation platform considering heterogeneous participants with novel market models is presented.


Renewable energy has become one of the dominant renewable resources in current power systems. To meet the growing requirement of the deregulated market structure, most market operators in the world, e.g., the independent system operators (ISOs) in the U.S. and the transmission system operators (TSOs) in Europe, have been conducting research in renewable integrations. With the accelerating penetration of renewable energy on both sides, how
to coordinate renewable generation with conventional generation technologies in short-term market operations with reliability and robustness attracts research attention.

Short-term electricity market operations include energy markets, reserve markets, and other ancillary service markets [78]. Unit commitment (UC) and economic dispatch (ED) are two essential operation routines in the electricity market, which is also the main focus of the research in this field [79]. UC and ED determine the process of daily generation feeding system demands in multiple timescales. The reserve market ensures system reliability, where the renewable participation can significantly alleviate the pressure of conventional reserve providers [80]. Researchers are also interested in the PV’s capability providing other ancillary services such as voltage regulation and frequency regulation, which are also still open questions in the renewable-integrated market operation. With renewable uncertainty considered in these operations, challenges for grid reliability and system dynamics arise.

While the ISOs keep using deterministic market operations to ensure tractability, numerous research studies aiming at improving these market operations propose various approaches to tackle renewable uncertainties, such as stochastic programming (SP) and robust optimization (RO). Additionally, before solving these problems, it is requisite to address the renewable uncertainty modeling with effectiveness and accuracy, which is also under extensive discussion with the development of data analytics and statistical learning algorithms. It can be envisioned that in the future market operations, these uncertainty-based modeling and optimization approaches can substantially contribute to the social welfare upon addressing the challenge of renewable intermittencies. However, before the real-world application of these methods, their robustness and scalability need to be further verified by realistic simulation and field demonstration. Recently, the Federal Energy Regulatory Commission (FERC) releases an order that allows distributed energy resources (DERs) to participate in the electricity wholesale market [81], the idea of the transactive energy and peer-to-peer (P2P) market will gain more significant interest in utilities and ISOs, which is directly related to the household PV generation and retail market design.

In addition, long-term contractual arrangements for renewable integration can also influ-
ence their short-term operation cost. For example, mid-term or long-term power purchase agreements (PPAs) have been widely used for solar power integration [82]. According to [83], many European countries and the U.S. are actively promoting the feed-in-tariff mechanism for solar energy to incentivize a long-term carbon-free electricity investment. In general, a simplified and unified market structure that considers both short-term and long-term market operations has proven to be an effective strategy to maximize the benefits of renewables [84]. Though these long-term measures have various impacts on renewable integration cost, this review article will limit the range of discussion in the short-term electricity market.

4.1.1. Renewable Integration in the Electricity Market

As the installation of renewable resources grows sharply, market operators have developed different rules for renewable integration in their daily operations. In this work, the discussion on various forecasting methods, which have enjoyed thorough investigation in academia, is not the main focus. Instead, the focus is on how these renewable generation forecasts can be leveraged in realistic market operations. More specifically, renewable participation in different types of electricity markets is delineated. These forecasting methods are briefly discussed later.

4.1.1.1. Renewable Participation in the Energy Market

Solar units in most ISOs rarely bid into the markets. Instead, solar units are more generally considered as negative demands and integrated to the demand forecast in daily operations, especially for distributed PVs, which is reasonable in the transmission-level market because of its emphasis on the bulk generation scheduling. For utility-scale solar units, however, there have already been some active PPA contracts in some ISOs with high renewable penetration such as CAISO, and their bidding price keeps decreasing as the renewable penetration grows. As the current installed capacity of solar energy is relatively incomparable with the coal-fired and nuclear power plants, most of the generation portfolio still comes from the conventional generation companies (GENCOs). However, the changes in market
design vary greatly. Some market rules and protocols are under substantial development in places such as CAISO where the local solar penetration has already reached around 25.1% to feed the daily demands in California and keeps increasing.

Industry operations for the uncertainty-based renewable integration remain deterministic. Currently, different ISOs have their own methods to take intermittent solar resources into the consideration. Electric Reliability Council of Texas (ERCOT) uses the exact solar forecast and performs adjustment if necessary, and during real-time operation, renewables should follow the energy offer curves or be considered fixed as the telemetered output; Mid-continent Independent System Operator (MISO) performs its planning and operation with dispatchable solar units considering multiple levels of the forecast, i.e., peak, mean and minimum values; CAISO clears the market using the bid submitted by solar assets. Specifically, for CAISO, a unique reserve called online PV solar reserve is procured based on 15% of the hourly sum of all solar at-risk forecasts as a regular contingency reserve, for potential loss of solar. On the contrary, the European electricity market has a different strategy from the U.S. cases. The European Network of Transmission System Operators for Electricity (ENTSO-E) has four submarkets in the market operation, i.e., the day-ahead spot market, intraday market, balancing market, and imbalance settlement. The solar units, together with other types of renewables, can bid in these submarkets with integration costs, but the current solar integration in the E.U. is not incentivized because the designed cost scheme is not competitive compared with the low carbon prices. To this end, researchers are actively developing novel market structures and designs, especially the cost mechanism, to help accommodate more renewables with reliable and robust operations.

For details about the operation, day-ahead schedulers not only use the forecasts provided by the forecast vendors but use asset optimization software including the operating characteristics of the installed renewable generators to make reliability-driven UC and ED decisions. Then, real-time schedulers use the obligations from day-ahead schedulers and assessment of the conditions throughout the operating day to adjust the decisions. It is convenient to implement and monitor this process, which satisfies the requirement of interpretability and
high reliability in ISO’s operations.

Notably, based on the famous duck curve report from CAISO, it has also been indicated that the operators use pre-dispatch and re-dispatch with high reserves to bolster the system reliability with the renewable intermittency. For the daily market, ISOs perform a day-ahead operation with a resolution of one hour for UC decisions, then a real-time dispatch is performed with a resolution ranging from 5 minutes to 15 minutes, under the real-time forecast and system requirements, together with contingency screening and corresponding rescheduling if contingencies occur.

In addition, it is noteworthy that the market settlement for solar in the current U.S. wholesale market remains identical with other generation types, which means that there is no difference in terms of the final power deployment between renewables and conventional generation. Taking ERCOT as an example, for the day-ahead operation, the settlement price is exactly the day-ahead locational marginal price (LMP), whereas the real-time settlement point price is the real-time LMP plus a UC reliability deployment price adder, i.e., the energy imbalance charge with a reserve price adder. Both the day-ahead price and the real-time price apply to all resource types.

However, particularly for distribution systems, New York Independent System Operator (NYISO) is now exploring a different settlement scheme of distributed PV in the market. It is proposed that the under-generation and over-generation of DERs need to be taken into consideration the settlement point price. From the research community, though, there have been some papers regarding the renewable settlement such as the Gaussian residual bidding proposed in and the stochastic bilevel programming-based settlement proposed in, solar settlement in the market operation still requires further investigation.

As the intermittency issue of renewables is tackled deterministically by re-dispatch and reserve procurements in the industry practice, the information of renewable generation profiles provided to ISOs should be as complete and accurate as possible. Especially for the solar generation, as the distributed PV installations grow more and more popular, the coordination between ISO and potential distribution-level markets is needed. While there have been some
works regarding the transmission and distribution coordination, it is well acknowledged that it is important to enable the information exchange between transmission and distribution markets with variable solar generation. Besides, with the transactive energy framework on the demand side, small-scale local markets such as microgrids, are currently under research and real-world experiment. These localized and decentralized markets possess considerable potential to emerge in the future’s market hierarchy, requiring ISOs to find a better solution for coordination between the wholesale market and retail markets.

On the methodology side, numerous studies aim at addressing the solar uncertainty directly in stochastic models, such as SP and RO, rather than the deterministic formulation. While the technical details of these models are introduced in the subsequent section, the advantage of leveraging stochastic models is based on the reliable and robust solutions. With the forecast or historical data of renewable resources at hand, one can model the solar uncertainty in various ways and make risk-averse decisions by these models. In the summer of 2019, CAISO provides its assessment on the summer load and resource for a short-term UC using a scenario-based SP approach. ISO-New England (ISO-NE) and MISO also pay attention to the application of RO in the UC and conduct several research projects. Though these studies show the potential of leveraging stochastic models in the real-world market operations, however, large-scale application of stochastic models in the electricity market is not ready until issues such as the computational efficiency are fully addressed.

The main reason lies on the capacity difference between them. For instance, the entire installation of wind capacity in the Pennsylvania-New Jersey-Maryland (PJM) area is nearly 14 times the solar installation. However, due to the rapidly increasing solar penetration, it is much needed to model and capture solar variability and uncertainty in market operations. Also, in the market optimization models, the uncertainty modeling for wind and solar is dealt with similarly. For instance, the uncertainty set-based robust optimization is applied to model both the solar uncertainty and wind uncertainty. We will detail the discussion on the solar uncertainty modeling later. Meanwhile, some ISOs also follow the same forecast-optimization-settlement procedure for wind and solar, like MISO and CAISO. It should be
noted that although the modeling techniques used for wind and solar are similar, the underlying drivers for their output are inherently different: solar radiation vs. wind speed. Besides, solar energy obeys the pattern of daily volatility, which differs from the seasonally volatile feature of wind energy, posing a unique technical barrier for the development of solar integration.

4.1.1.2. Renewable Participation in the Reserve Market

For the reserve provision from renewables, which has drawn extra attention for its intermittency issue, several research teams also gain some experiences from conducting pilot projects. National Renewable Energy Laboratory (NREL) and Argonne National Laboratory (ANL) have already published reports and revealed the impact of renewables on the power system reserve provision [43]. For a high renewable penetration scenario, balancing reserves should be increased and respond faster to maintain the system reliability and stability, which increases the integration cost of renewable energy. To tackle this issue, North American Electric Reliability Corporation (NERC) recommends that PV plants must provide their share of grid supports, and relevant research is performed for a grid-friendly PV plant, which is reportedly capable of providing various ancillary services including the primary reserve in the test. On the other hand, a significant economic opportunity for renewable systems is revealed if renewables participate in secondary and tertiary controls of the reserve markets as discussed in. Inspired by these findings, enabling renewables to provide such active power reserves and other grid supports takes shape.

If we take solar energy as an example, in general, the research from this perspective can be classified into two groups: the first is combining PV systems with auxiliary storage systems to provide reserves; the second is making PV systems operate under the maximum available capacity to provide reserves using the curtailed power. Particularly in, partial shading conditions are considered, which is closely related to the realistic PV operating conditions. In parallel with this research advancement, First Solar, NREL and CAISO started a project in 2016 to test a 300 MW utility-scale PV power plant in California. The field tests
demonstrate that advanced controllers can be installed in PV systems to provide services that range from spinning reserves, load following, ramping, frequency response, frequency regulation, and voltage support, which paves a potential path that power electronics and control strategies can help PV compete in the ancillary service market. Another demonstration project led by NREL, First Solar and ERCOT also comes to a similar conclusion. In summary, the advancement of control strategies enables the provision of different levels of reserves from PV systems for power system operations, when the value of this practice has been substantiated so far.

In addition to the aforementioned technical research and demonstration projects, another widely discussed issue is how the reserves provided by renewable units participate in the markets. From this perspective, He et al. developed a general framework on the optimal offering strategy for CSPs in a joint day-ahead energy, reserve and regulation market, which adopts RO to address solar energy uncertainty and SP to address market price uncertainty. Xu et al. extended this work by considering that an electric heater (EH) is additionally integrated with CSPs, which further enhances the flexibility of CSPs in terms of the reserve provision and bidding strategy in the market. The reserve provision from renewables is often associated with the energy storage system (ESS), as proposed an annual bidding strategy for industry-level PV plants with ESS participating in the secondary reserve market.

4.1.1.3. Potential Market Designs for the Solar Integration

Recent research on the renewable-integrated electricity market design focuses on how to increase competitiveness among market participants while maintaining system reliability. Some featured development of new renewable integration mechanisms and market rules are summarized as follows.

- **Renewable bidding strategy.** Renewable units are widely recognized as units with a nearly zero marginal cost. As reported in [85], bidding zero for renewables in the current LMP-based market environment may not help the investors recover the long-
term payback as the renewables are of high capital cost. L. Marshall et al. [86] proved that, under the current market environment, zero-marginal-cost generators gain more advantage when competing with other generators using collusive shadow prices, which illustrates the inefficiency of the existing market mechanisms towards high renewable penetration. Some other works focus on distribution market designs, including the capacity-price game for renewable investors [87] and the average pricing market with abundant renewables [88].

- **Systems reliability.** As distributed renewable units contribute largely to the total solar installations, ISOs/RTOs concern that the uncertainties and fluctuations in the downstream network may propagate back to the upstream market. Z. Li et al. [89] provided a new distributed algorithm to cope with the transmission-distribution coordination in economic dispatch without compromising each stakeholder’s confidentiality. Then, P. Li et al. [48] tailored this method and applied it to a centralized distributionally robust optimization-based dispatch model, where the renewable uncertainty is considered. The key factors to be considered in this type of market design include the confidentiality of information exchanged between transmission and distribution operators, and the uncertainty modeling of renewables on the distribution side.

- **Transactive energy.** Distributed market frameworks are under development to accommodate the growing distributed energy resources, and it closely relates to the transactive market framework. Supported by the breakthrough of power electronic control strategies (e.g., [90]), discussions over localized trading of solar power in an islanded microgrid are presented [91]. A. Jafari et al. [92] proposed a new profit allocation strategy for multi-energy microgrid management with energy storage-embedded distributed renewables. T. Khalili et al. [93] provided a novel multi-objective scheduling framework for microgrid management with abundant renewables.

It is noteworthy that different market designs lead to different operation strategies, and later sections in this chapter will delineate the market operation strategies focusing on how to integrate the solar power reliably.
4.1.1.4. Impact of Future Market Designs

As discussed above, various market designs suggest transitioning the electricity market structure from a conventional top-down hierarchy to a distributed bottom-up one due to the proliferating renewable penetration on the distribution side. Particularly, the ancillary service requirement and settlement will also be updated in the new market designs to cope with new challenges introduced by the increasing renewables. However, such a transition may impact future solar investment and the associated risk management.

Extensive works have been devoted to novel ancillary service procurement based upon the new challenges raised by renewables. Apropos of the industrial practice, recently, P. Du et al. [94] proposed a novel ancillary service market framework considering the increasing renewables for ERCOT. Apart from the conventional regulation and primary frequency reserves, fast frequency response and contingency reserve can be added into the new market framework with practical implementation protocols. They are to equalize the decreasing system inertia and more severe frequency events from renewables. G. Zotti et al. [95] proposed a framework called Ancillary Service 4.0, a top-down market structure, to appropriately allocate the ancillary service in multi-scale system operations. Different scales of ancillary service trading occur locally in the distribution systems or microgrids, monitored by a new ancillary service operator in a distributed manner, whereas the central system operator collects the cleared bids and offers. D. Jay et al. [96] proposed a Stackelberg game in the system operation for the reactive power ancillary services, in which the ISO acts as a leader to co-optimize and GENCOs act as followers to bid ancillary services. This asynchronous process can serve as a reference to the centralized operation to system operators. To date, both the centralized and decentralized approaches have been well investigated in terms of new designs for ancillary services, which lays a solid foundation for the future market transformation.

As a result of the market structure transformation, renewable investment is also reconsidered. Most of the studies, taking solar as an example, concerning the investment evaluation are conducted for distributed energy resources, using performance metrics such as the Energy Payback Time [97] and Baker-Finch parameterization [98]. The results show that a
single state-of-the-art PV panel is able to finish the investment payback in 7 to 12 months. For utility-scale PV farm investment, though the payback time increases to years due to higher investment cost, analyses show that solar is the most competitive renewable type together with wind, considering various environmental factors [99]. It is also reported that mergers and acquisitions could help with large-scale investments, which can also support risk management. Concerning system operations, renewable energy has been practically proved to be a cost-effective resource with long-term financial payoff, even in a full energy market case [54]. However, many investors still hold a conservative attitude to the liquidity and market power of solar energy, especially the utility-scale PV plants [100]. In fact, under the current industry operation protocols, most of the bulk solar investments fail to pay back without an appropriate feed-in-tariff, which is beyond the free market competition. Nonetheless, thanks to the future market structure transformation and advanced control strategies, when renewables are free to provide all types of market services, it can be envisioned that solar energy will gain significantly increased competitiveness against other resources. Besides, enabling multi-type ancillary service provisions could also reduce energy curtailment and hence de-risk solar investment.

4.1.2. Renewable Uncertainty Modeling in Electricity Markets

As discussed in the previous section, the biggest challenge in the renewable-integrated market is how to tackle the growing system supply intermittency. For industry practice, the forecast values of renewable generation are directly put into the deterministic model, and the supply intermittency is tackled via corrective control. The mainstream research, however, suggests leveraging stochastic models and dynamic analytical methods on the uncertainties. As the priority is modeling the uncertainty accurately and concisely, this section serves as an introduction of the uncertainty modeling. In this chapter, the discussion on various forecasting methods, which have enjoyed thorough investigation in academia, is not the main focus. Instead, the focus is on how these renewable generation forecasts can be leveraged in realistic market operations. More specifically, renewable participation in different types
of electricity markets is delineated. Note that these approaches are for the future solution methodologies, which hold potentials to be applied in the renewable-integrated electricity market studies. The interpretability of uncertainty modeling is also one of the industry’s concerns. Typically, there are three ways of renewable uncertainty modeling, which are detailed in the following subsections, respectively.

4.1.2.1. Sampling-based Modeling

The most widely used method in the renewable modeling, as well as other types of renewable models, is the sampling-based technique. As a basic idea of data analytics, the sampling method draws a representative sample for the raw data profile by generating subsets chosen from the overall population, each of which represents one realization of the variable uncertainty with a probability. This method is welcomed by researchers for the excellent interpretability and implemental convenience.

The approaches for the sampling technique vary according to the problem formulation and data characteristics. For the sampling of a single-dimensional uncertain parameter in the SP formulation, Monte-Carlo simulation [61] is the most popular method, which generates scenarios from the historical data profile concerning a specified probability distribution function (PDF). When the uncertainty becomes multi-dimensional, a multi-stage scenario tree [101] is the most common approach. The scenario tree constructs scenarios based on the uncertainty dynamics in multiple stages, usually coinciding with the temporal correlations of the underlying uncertainty, while the decisions are also made in each stage correspondingly.

The drawbacks of sampling-based techniques are apparent, as the accuracy of data realizations highly relies on the number of scenarios used in the model and the confidence of the specified PDF. Many works adopt scenario reduction methods to balance the tradeoff between the computational complexity and model tractability. Typical works include the fast forward/backward method [34], the Kolmogorov metric [102], and K-means clustering [103]. Interested readers can refer to [104] for more details about the taxonomy of scenario reduction. However, when there is a reduction of scenarios, there is always a reduction of
the solution quality. The tradeoff between accuracy and tractability for the sampling-based method is the major obstacle before the real-world application. Besides, the choice of PDF also affects this tradeoff, as the PDF’s fitting accuracy of the raw data controls the confidence of the results. Particularly, Beta distribution [105] and kernel density estimated non-Gaussian distribution [106] are the most popular metrics to draw daily scenarios for the renewable uncertainty.

4.1.2.2. Boundary-based Modeling

To avoid the curse of dimensionality in the sampling-based approaches, the uncertainty can be modeled within a confidence interval, which is often leveraged by RO techniques. To formulate this boundary-based uncertainty set, extreme value identification and probabilistic identification are the most popular approaches, of which the latter finds a specified probability level of the look-ahead forecast output and hence combines multiple PDF values to formulate the boundaries [79].

It is requisite that the boundary-based uncertainty set encloses finite extreme points or extreme supports to guarantee the finite convergence of robust algorithms [22]. Thus, the utilization of polyhedral sets [107] and ellipsoidal sets [108] for constructing the convex boundary of the uncertainties leads the mainstream in the RO’s uncertainty modeling. Particularly, the ellipsoidal set is mainly considered for discrete or spatiotemporal correlated scenarios [109]. Equations (4-1) and (4-1) introduce the general formulations of these sets,

\[
W_{\text{polyhedral}} = \{ \omega : \hat{\omega}_{\text{lower}} \leq \omega \leq \hat{\omega}_{\text{upper}} \},
\]

\[
W_{\text{ellipsoidal}} = \{ \omega : \| - \sqrt{\Sigma} \cdot \omega \|_2 \leq \Omega \},
\]

where the polyhedral set is created by the value bounds of the uncertainties and the spatiotemporal correlations are captured by the covariance matrix \( \Sigma \) within a 2-norm limit \( \Omega \) in the ellipsoidal set.

Apart from them, there are also other types of uncertainty sets which address the extreme
scenarios, such as the umbrella set [110] and chance-constrained (CC) reformulation [111]. However, for the renewable energy, using a polyhedral set to construct the robust uncertainty enjoys the highest popularity, since the daily performance of renewable outputs can be easily interpreted via box constraints with the maximum at noon and minimum at night.

Another kind of boundary-based uncertainty modeling tries to model the uncertainty by constructing the ambiguity set instead of explicit box constraints. It uses a portion of the observed data or temporal data to extract statistical properties from the moment information or distribution divergence. And the ambiguity set does not require the exact and complete data profile like SP or the overconfident boundary settings. The most typical formulation of this moment-based boundary uncertainty set is shown in (4-3), which is created by moment boundaries.

\[
W = \left\{ \begin{array}{l}
P(\omega \in \Xi) = 1, \\
F_\omega : (\mathbb{E}\{\omega\} - \mu)^\top \Sigma^{-1} (\mathbb{E}\{\omega\} - \mu) \leq \gamma_1, \\
(\mathbb{E}\{(\omega - \mu)(\omega - \mu)^\top\}) \leq \gamma_2 \Sigma
\end{array} \right\},
\]

(4-3)

where \( F_\omega \) denotes the moment distribution, \( \mu \) and \( \Sigma \) denote the mean and variance of the empirical data, and hyperparameters \( \gamma_1 \) and \( \gamma_2 \) adjust the level of robustness. To be more specific, the three constraints in (4-3) define the probability support, first and second order moment boundaries, respectively.

Generally, this approach constructs the boundary with probability confidence from an empirical dataset, which is naturally adaptive to the CC formulation [112]. When (4-3) could conveniently evaluate the Kullback-Leibler divergence applied in [113], the ambiguity set can also be constructed via the Wasserstein metric [114]. Both of them aim at evaluating the distance between PDFs and only differ from the computational dimension. This uncertainty modeling lays the foundation of the distributionally robust optimization, which will be discussed in the next subsection.
4.1.2.3. Learning-based Modeling

Recent advance of data analytics, statistical pattern recognition, and machine learning has enabled the learning-based modeling of renewable uncertainty. Besides the sampling-based and boundary-based methods discussed above, the learning-based methods try to extract or “learn” the statistical information of the existing data and then use the learned model to represent the data patterns for forecasting and uncertainty modeling. Novel renewable forecasting methods have been used extensively to enhance the renewable-integrated market, e.g., [115]. Generally, the improvement of the renewable forecast can dramatically enhance the decision-making of the market operation. Scenario generation techniques have also been proposed to capture renewable uncertainties in a stochastic optimization setting, e.g., [118]. Table 4.1 gives a detailed comparison of relevant research articles focusing on different applications.

It can be observed that for each category of applications, various learning-based methods

Table 4.1. Comparison of different learning-based approaches and their applications.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Examples</th>
<th>Features research</th>
<th>Learning-based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic applications</td>
<td>Transmission markets</td>
<td>[115]</td>
<td>Ensemble learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[116]</td>
<td>Recurrent neural net</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[117]</td>
<td>Autoregressive</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[118]</td>
<td>Generative adversarial net</td>
</tr>
<tr>
<td>Distribution markets</td>
<td></td>
<td>[119]</td>
<td>Ensemble learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[120]</td>
<td>Artificial neural net</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[121]</td>
<td>Radial basis function neural net</td>
</tr>
<tr>
<td>Engineering applications</td>
<td>Angle stability</td>
<td>[122]</td>
<td>Decision tree</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[123]</td>
<td>Extreme learning machine</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[124]</td>
<td>Convolutional neural net</td>
</tr>
<tr>
<td></td>
<td>Voltage stability</td>
<td>[125]</td>
<td>Extreme learning machine</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[126]</td>
<td>Ensemble learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[127]</td>
<td>Convolutional neural net</td>
</tr>
</tbody>
</table>
are adopted. For a more comprehensive review of recent advances in renewable forecast techniques, readers can refer to [128]. It is shown that learning-based techniques can better capture the dynamic nonlinearity and the spatiotemporal correlation of renewable generation data. This advantage gives the learning-based methods a promising future. Besides, more accurate renewable uncertainty modeling and forecast will also help reduce the investment risk when performing portfolio analyses.

4.1.3. Future Solution Methodologies in the Renewable-Integrated Electricity Market

Associated with the modeling of solar uncertainty, the discussion on the solution methodologies, which highly depend on the type of market formulation and scenario generation for the solar-integrated market, is also prevalent. Concerning the uncertainty-based market operations, on the one hand, the solutions towards the transmission-level market, are mostly related to model-based stochastic market formulations, such as SP and RO. These methods have broad applications in UC, ED and market bidding/pricing problems, taking the current research focus. For distribution- and customer-level market, on the other hand, which raises recent research attention, the market formulation sometimes links with the model-free dynamic game, while conventional stochastic models are found to be less applicable to precisely describe the operation. From the application perspective, the upstream markets are promising to solve the intermittency issues via these stochastic and robust models, as the newly added stochastic analytical functionalities do not alter greatly the current market rules. Besides, though the local solar-based market operations are mainly of the utility’s interest, ISOs are also supporting the research conducted in this area to fortify the upstream operations from the origin of the intermittencies. Table II tabulates the research literature using these approaches (abbreviations are defined in the following) and the subsequent subsections address the details of each. Note that in this section we extend the survey from solar-integrated models to renewable-integrated models, as many approaches are claimed to be general and scalable to all types of renewables.
4.1.3.1. Stochastic Programming

SP theory has been under thorough investigation throughout the last decades and gained considerable research interest in the market operation with uncertainties. Associated with the sampling-based modeling techniques described in the previous section, SP leverages the generated scenarios to implement reliability-assured stochastic models in a preventive manner. Amongst the research in the market operation with uncertainties, the stage-wise formulation receives widely adoption due to its natural fit to the market hierarchy. Taking a solar uncertainty-based day-ahead UC (SUDAUC) problem as an example, a two-stage formulation can be constructed as (4-4).

\[
\begin{align*}
\min_{I_t, P_t} & \sum_t c^T I_t + \mathbb{E}_\omega \{ g^T P_t \} \\
\text{s.t.} & \quad A \cdot I_t \leq J, \quad \forall t, \\
& \quad B \cdot I_t + C \cdot P_t \leq K(\omega), \quad \forall t,
\end{align*}
\]  

(4-4)

where the first stage determines the integer variables, \( I_t \), including the start-up, shut-down, and commitment decisions. The second stage finds the optimal dispatch \( P_t \) based on the commitment decisions from the first stage. The first constraint in (4-4) is the first-stage constraint, and the second constraint acts as a coupling constraint between two stages, in which \( (\omega) \) represents the uncertain parameter with the scenario index \( \omega \). The parameters and constraints in this formulation are free to be assigned with other physical meanings, such as production costs, reserve regulations and minimum ON/OFF time constraints. This formulation befriends the operational hierarchy in the current wholesale market, and thus gains vast applications in a large amount of literature. For the real-time operation problem, (4-4) reduces to a single-stage SP model and thus is trivial to solve.

Another type of application on the stage-wise formulation is the temporal modeling of SP with scenario trees. Retaking this SUDAUC problem as an example, (4-5) presents another
\[
\min_{\mathbf{I}_{t,\omega}, \mathbf{P}_{t,\omega}} \sum_{t} \mathbb{E}_{\omega} \{ \mathbf{c}^T \mathbf{I}_{t,\omega} + \mathbf{g}^T \mathbf{P}_{t,\omega} \} 
\]

s.t. \[ \mathbf{A} \cdot \mathbf{I}_{t,\omega} \leq \mathbf{J}, \quad \forall t, \forall \omega; \]
\[ \mathbf{B} \cdot \mathbf{I}_{t,\omega} + \mathbf{C} \cdot \mathbf{P}_{t,\omega} \leq \mathbf{K}(\omega), \quad \forall t, \forall \omega; \]
\[ (\mathbf{I}_{t,\omega}, \mathbf{P}_{t,\omega}) = (\mathbf{I}_{t,n}, \mathbf{P}_{t,n}), \quad \forall t, \forall \omega; \]

where \( n \) denotes the root node of the scenario tree. This formulation shows a typical multi-time-stage SP problem, which means the operation in each hour is solved individually with one column in the scenario tree and updated hour by hour. The system modeling of this temporal modeling is similar to the aforementioned hierarchical formulation, whereas the last constraint in (4-5) represents a non-anticipativity constraint. This constraint guarantees the same decisions obtained by scenarios from the same node in the tree and thus enforces the wait-and-see nature of the next time stage when solving the problem in the current stage.

For solving the multi-stage SP problem, strategies can be classified into two groups: stage-wise decomposition and scenario-wise decomposition. For the stage-wise decomposition, cutting-plane methods are the most typical techniques, which decompose the original problem into several small problems with hierarchical or distributed stages. Hyperplanes are used to relax the subproblems’ solutions and then delivered to the master problem, which cut and thus shrink the optimality region of the original problem to accelerate the solution. The most representative technique among the cutting-plane methods is Benders decomposition (BD) or the L-shaped method, in which the hyperplanes are created via dual cuts. This algorithm requires the subproblems to be convex, while it is trivial to group all nonconvexities in the solar-integrated market operation such as the integer constraints to the master problem. Besides, other cutting planes like the primal cut generation via the Dantzig-Wolfe decomposition and recently updated stochastic decomposition also show their effectiveness towards the multi-stage SP problem. It is noteworthy that, for the multi-stage SP of temporal modeling, these stage-wise decomposition techniques are required to be nested [120],
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while stochastic dynamic programming (SDP) is sometimes emphasized for its potency compared with the nested decomposition.

Scenario-wise decomposition, on the other hand, tends to enhance the computability by traversing scenarios instead of stages, which is related to augmented Lagrangian relaxation approaches. Lagrangian relaxation is originally designed to relax the complicating constraints that involve nonconvexity and transition the original problem to the unconstrained optimization. For its application in the multi-stage SP problem, the non-anticipativity constraint is therefore relaxed, by which the problem becomes single-scenario-based and solvable in a distributed manner for each scenario’s realization. In most of the time when augmented Lagrangian relaxation solves SP problems, a regularization term, which could be proximal or entropic, is always required in the objective to penalize the optimality search, as shown in (4-6) that formulates the version using the proximal regularization, as known as L2 regularization in machine learning communities.

\[
\min_{\mathbf{I}_{t,\omega}, \mathbf{P}_{t,\omega}} c^T\mathbf{I}_{t,\omega} + g^T\mathbf{P}_{t,\omega} + \lambda_{\omega}(\mathbf{I}_{t,\omega} - \hat{\mathbf{I}}_t) + \alpha \cdot \|\mathbf{I}_{t,\omega} - \hat{\mathbf{I}}_t\|_2
\]

s.t. \((\mathbf{I}_{t,\omega}, \mathbf{P}_{t,\omega}) \in F, \quad \forall t, \forall \omega,\)

where \(\lambda_{\omega}\) denotes the Lagrangian multiplier of the non-anticipativity constraint, \(\alpha\) denotes the learning rate of the penalty, \(\hat{\mathbf{I}}_t\) denotes the non-anticipative decision, and \(F\) is the constraint space. The most popular augmented Lagrangian method is the augmented direction method of multipliers (ADMM), which reduces to the method of progressive hedging (PH) if all of the Lagrangian multipliers are updated in one iteration. However, it is notable that, like other gradient-based methods, the convergence highly depends on the choice of the learning rate \(\alpha\) and is not guaranteed to be obtained within finite iterations. Thus, the need for further investigating ADMM’s convergence arises in the research field of distributed algorithms.

SP-based approaches benefit from exerting the exact historical data profiles to construct the scenarios and thus yielding preventative solutions for future uncertainties. However,
the industrial application of SP-based methods to date is still limited, mainly owing to the
tremendous computational burden. As most of the research restrict themselves to small- or
medium-scale standard test systems, SP can be hard to scale in real-world systems. Nonethe-
less, as SP fathers nearly all of the subsequent uncertainty-based models, it is still beneficial
for both industry and academia to pay attention to the development of SP theory.

4.1.3.2. Robust Optimization

Though researchers have devoted considerable research efforts towards accelerating SP
solutions, the curse of dimensionality of SP caused by a plethora of scenarios prevents it
from practical implementations. In contrast, RO approaches leverage the boundary-based
modeling of uncertainty to capture the extreme scenario and hence greatly relieve the com-
putational burden. In this field, adaptive RO (ARO) and distributionally RO (DRO) have
great potential in future applications.

4.1.3.2.1. Adaptive robust optimization

The name “adaptive” stems from the fact that the first stage needs to adapt to the worst-
case scenario determined in the forward stages. Based on the polyhedral or ellipsoidal set
constructed for the uncertainty, ARO considers a boundary-based operation problem to find
the worst-case scenario, with which the robust and risk-averse solution is attained. Taking
the SUDAUC as an example, (4-7) formulates the problem with the same constraints in
(4-4):

\[
\begin{align*}
\min_{I_t, P_t} & \quad \sum_t c^T I_t + \max_{u \in U} \min_{P_t} \sum_t g^T P_t \\
\text{s.t.} & \quad A \cdot I_t \leq J, \\
& \quad B \cdot I_t + C \cdot P_t + D \cdot u \leq K(\omega),
\end{align*}
\]  

(4-7)

where \( u \) denotes the uncertain parameter constrained in the uncertainty set \( U \). To determine
the worst-case scenario, the subproblem needs to take a max-min form, and then the overall
problem finally yields a conservative solution averse to the worst case. This formulation (4-7) lays the foundation of numerous ARO applications in the uncertainty-based market operation.

For the solution strategy, decomposition techniques are also applied to accelerate. ARO problems are not as difficult as SP problems with redundant scenarios to solve, and hence the convex optimization techniques can efficiently tackle the problem. Among them, primal and dual decompositions still lead the mainstream, since they can conveniently solve the problem to global optimality with tractable accelerations. As BD becomes a typical representative of the dual decomposition, primal decompositions like column-and-constraint generation (C&C CG) shows better convergence performance. In contrast to adding dual cuts in BD, the C&C CG algorithm adds primal cuts and unifies the feasibility and optimality updates. However, C&C CG imposes more variables and constraints to the master problem in each iteration than BD, which may lead to a longer solution time for each iteration. Thus, the choice of primal and dual decompositions is based on the tradeoff between the convergence speed and the computational time of one single iteration.

ARO-based models and strategies recently attract many industrial applications, as the problem structure and decision procedure well fit the practice. When ARO has strong model fidelity and ensures the system reliability, it has great potential to be generalized as a daily operation procedure in the future solar-integrated market operation.

4.1.3.2.2. Distributionally robust optimization

When ARO constructs the uncertainty set by explicitly modeling the boundaries of values as described in Section 4.1.2.2, DRO constructs the ambiguity set via the moment information of the uncertain parameters. By leveraging the ambiguity set created by either moment information or PDF’s distance information, DRO yields a less conservative solution than ARO and better scalability than SP. As DRO has accumulated huge research interest in the field of operations research (OR), its application in the uncertainty-based electricity market operation recently dominates the research. The formulation of the DRO problem is identi-
cal with the ARO case, i.e., (4-7), but the tractability is phenomenally damaged, which is mainly owing to the NP-hard nature from the dynamic moment ambiguity set. Even though the ambiguity set is well-defined and convex, the problem could remain computationally intractable.

To facilitate the solution, reformulation and decomposition techniques are proposed, many of which remain in the stage of theoretical optimization derivation. As the problem structure is similar to the ARO problem, ARO’s solution strategies can also be applied to solve DRO problems, especially when the ambiguity set is defined to be convex. In the OR research field, on the other hand, literature focuses on using relaxation and reformulation to convexify intricate ambiguity sets, which is rarely an issue in the electricity market case, as the solar and other renewables possess trackable data patterns. However, the convexifying relaxation of the ambiguity set still has future potential when the uncertainty is considered to be multiplex.

Though DRO combines some of the advantages of SP and ARO, it is still hard to explain to system operators that how these uncertainties are realized in the daily operation and how it ensures the solution reliability, as they are modeled within a probability set. There also lacks a metric to evaluate the final solution quality. As the research on the application of DRO in the uncertainty-based market operation goes on, the real-world application of DRO will slowly spread until its interpretability and evaluation process are well addressed.

4.1.3.3. Intelligent Model-free Approaches

Despite the dominance of using model-based scheduling techniques in the local energy market, the dynamic game between prosumers, consumers and utilities is far from easy to be modeled precisely. Heretofore, there is no silver bullet towards solving such a dynamic and nonconvex problem to global optimality. Thus, intelligent model-free approaches with learning-based forecast and scenario generation try to find a feasible and good enough solution instead, which at least provides a practical reference and an evaluation metric for decision makers. The most typical method among them is RL, which is to find an opti-
mal strategy for single or multiple agents to maximize rewards in an either model-based or model-free environment. As the model-based RL techniques can be easily translated into variants of conventional or approximate dynamic programming, here we mainly discuss the model-free RL. Researchers have been looking into the application of this newly-revived intelligent method towards the complex and dynamic P2P game and other applications at various market scales.

It is widely known that model-free RL techniques can be divided into two groups, i.e., value-based and policy-based methods. Value-based methods consider the problem as a Markov decision process (MDP), in which the decision of the current state only depends on the decision of the last state. The most common value-based approach is Q-learning together with its deep NN-based version, Deep Q Network, which lies in the category of asynchronous dynamic programming and heretofore is the most popular model-free approach adopted in the PV-integrated local energy trading. This method updates one state in each decision stage and eliminates the state-transition probabilities by assigning rewards and punishments according to necessary conditions like the Bellman equation, as presented in (4-8).

\[
Q(s, a) = R(s, a) + \gamma \sum_{s' \in S} p(s'|s, a)\pi(a'|s')Q(s', a'),
\]

where \((s, a)\) and \((s', a')\) denote the current and the next state and action pair respectively, \(\pi\) denotes the agent behavior function, \(R\) denotes the reward value, \(p\) denotes the probability and \(Q\) is the so-called Q value evaluating the quality of performing this action. From this equation, it reflects a classical MDP where the current action quality is only associated with the reward and possible opportunity costs from the previous stage. It also acts as an update equation for the Q value as well as the revenue objective function.

The policy-based methods, on the other hand, evaluate the agents’ behaviors with progressive policies continuously instead of explicit and discrete reward values. In this case, the value \(\pi(a'|s')\) in (8) becomes a probability distribution \(\pi_\theta(a'|s')\), where \(\theta\) denotes the dynamic policy. As the action is continuous and policy changes dynamically, the gradient
of the policy part in (4-8), i.e., Q minus R, needs to be computed to conduct state-space evaluations. Though current research on the solar-integrated market operations seldom investigates this method, its effectiveness has already been corroborated for the joint bidding and pricing design in the wholesale market and the strategic optimization in the domestic energy scheduling, where the uncertain patterns are similar to the solar and other renewables. As the value-based approaches consider discrete states that may not be applicable in the real-time market environment, a model-free continuous solar-integrated market setup cultivates considerable research potential from this standpoint.

4.1.4. Outlooks

As a salient participant in the current electricity market environment, solar energy poses significant technical challenges such as increased uncertainties and intermittencies for system operation and reliability. In this review, we mainly introduce the market operation with solar energy integration in the energy, ancillary service and transactive markets, and comment on the computational methodologies for enhancing the solar uncertainty modeling and operation efficiency proposed in both the academic research and industry projects. In summary of the discussions on the state-of-the-art solar-integrated market operations, future research directions are revealed in terms of market paradigm design, solar uncertainty modeling and solution strategies, which are specified as follows.

1. **Design of the Market Paradigm.** With the accelerating installation of renewable resources in the distribution systems that lie at the lower level in the current electricity market, the policy and paradigm of the market need to be updated. Most ISOs are currently using the estimated and forecasted information from the utilities to perform the deterministic market operation, whereas the increasing penetration of renewables now threatens their accuracy. Additionally, how to coordinate the ongoing distribution-level transactive energy market with the conventional market structure also calls for answers. From this perspective, the future outlooks for both the industry and academia are detailed in the following:
• Uncertainty-based policy-making and market applications. With the development of uncertainty models and stochastic optimization techniques, transitioning the current correction-based deterministic market operations to the risk-averse stochastic operations meets the increasing demand of tackling renewable intermittency and national development strategy.

• Development of unique renewable bidding strategies in energy and reserve markets. Renewable bidding and pricing rules are far from complete in the current market operation. Besides, though the role of renewable energy in the electricity market differs little from wind energy, it is requisite to design a more general and unique market rule for renewable participation.

• Coordination with lower-level markets. As the utility-scale renewable installation increases dramatically in distribution systems, market operators need to consider the coordination between upstream and downstream markets, particularly the transactive market.

2. Uncertainty Modeling and Market Operations. For the uncertainty modeling of renewable energy, albeit resourceful literature has been investigating the stochastic optimization throughout the years in the renewable-integrated market, the accuracy and tractability of the current strategies need to be further reinforced. Hence, the next research front converges to the improvement of the accuracy and interpretability of renewable forecast and scenario generation methods, plus the data-driven optimization for renewable-integrated market operations with fast and tractable solution strategies. In summary, the research potentials are detailed as follows.

• Precise capture of the spatiotemporal correlation in the uncertainty modeling. Recent studies on the scenario generation start considering this issue with short-team correlations by using the learning-based uncertainty modeling, which is difficult to be covered by sampling-based and boundary-based models. Besides, the medium or long-term spatiotemporal correlation for renewable units in a large area and the model fidelity of the learning-based methods deserve further research before the real-world implementation.
• Data-driven models for the renewable-integrated market operation. The exploration on data-driven methods earns a promising future from the recent advancement of DRO on the distribution operation. However, the sophisticated interpretability of the data-driven models prevents them from the large-scale application and thereby needs to be investigated in future research.

• Algorithms with improved efficiency and accuracy. Current algorithms towards stochastic models need to be upgraded to follow the trend of highly distributed and decentralized market hierarchy. More accurate and more tractable solution strategies are of capital importance. Specifically, for stochastic models with nonlinearly correlated uncertainties, the performance of decomposition and distributed algorithms like Bender’s Decomposition and Alternating Direction Method of Multipliers calls for further enhancement. Apart from the distributed algorithms, the advancement of the model-free intelligent algorithms such as policy-based reinforcement learning shows great potential for the data-driven market applications.

4.2. General Simulation Platform for Current and Future Short-term Electricity Market Operations

4.2.1. Nomenclature

We provide a detailed notation list for this section.

1) Indices:

\[g/i\] Indices for generator / energy storage

\[t\] Index for time interval

2) Parameters:
$RU_g / RD_g$  Ramp-up/down rate of unit $g$

$RU_i / RD_i$  Ramp-up/down rate of ESS $i$

$ResT^{PFR}$  PFR response time

$ResT^{AGC}$  AGC response time

$ResT^{SR}$  SR response time

$ResT^{NSR}$  NSR response time

$SUTime_g$  Startup time for unit $g$

$\Delta f^{\text{max}}$  Maximum allowable frequency deviation

$f_0$  Nominal frequency

$DB_g$  Governor deadband for unit $g$

$Ri_g$  Equivalent droop curve for unit $g$

$DCC_g$  Droop curve coefficient of unit $g$

$P_g^{\text{min}}$  Minimum power output of unit $g$

$P_g^{\text{max}}$  Maximum power output of unit $g$

$CH_i^{\text{max}}$  Charging power limit of ESS $i$

$DIS_i^{\text{max}}$  Discharging power limit of ESS $i$

$LR_i$  Energy dissipation rate of ESS $i$

$\eta_i$  Energy efficiency of ESS $i$

$SOC_i^{\text{max}}$  Maximum SOC limit of ESS $i$

$SOC_i^{\text{min}}$  Lowest SOC allowable for ESS $i$

3) Variables:
\( u_{g,t} \) \hspace{1cm} \text{Unit commitment variable for unit } g \text{ at interval } t \text{ (Binary)}

\( c_{i,t} \) \hspace{1cm} \text{Charging indicator for ESS } i \text{ at interval } t \text{ (Binary)}

\( d_{i,t} \) \hspace{1cm} \text{Discharging indicator for ESS } i \text{ at interval } t \text{ (Binary)}

\( p_{g(i),t} \) \hspace{1cm} \text{Active power of unit } g \text{ (ESS } i \text{) at interval } t

\( pfr_{g(i),t}^{up} \) \hspace{1cm} \text{PFR provided by unit } g \text{ (ESS } i \text{) at interval } t

\( agc_{g(i),t}^{up} \) \hspace{1cm} \text{AGC-up provided by unit } g \text{ (ESS } i \text{) at interval } t

\( agc_{g(i),t}^{dn} \) \hspace{1cm} \text{AGC-dn provided by unit } g \text{ (ESS } i \text{) at interval } t

\( sr_{g(i),t}^{up} \) \hspace{1cm} \text{SR provided by unit } g \text{ (ESS } i \text{) at interval } t

\( nsr_{g,t}^{up} \) \hspace{1cm} \text{NSR provided by unit } g \text{ at interval } t

\( dis_{i,t} \) \hspace{1cm} \text{Discharging power of ESS } i \text{ at interval } t

\( ch_{i,t} \) \hspace{1cm} \text{Charging power of ESS } i \text{ at interval } t

\( soc_{i,t} \) \hspace{1cm} \text{SOC of ESS } i \text{ at interval } t

4.2.2. Overview

Short-term electricity market operation has been summarized as a quintessential mathematical optimization with widely adopted yet evolving formulations. Typically, the independent system operator (ISO) carries out and monitors the market operation in both the day-ahead and real-time frames, including the unit commitment (UC) and economic dispatch (ED) [129]. The operation involves multi-timescale interactions between different modules, in which NP-hard models could be present, and thus it is not trivial to generalize in one single mathematical program. Considering the evolving structure of modern electricity markets, developing a general simulation platform concerning novel system elements with easily editable functions becomes an urgent task.

Though different ISOs might have different taxonomies and implementations on the mar-
ket operations, it is widely recognized that the day-ahead market and the real-time market consist of the short-term market operation’s main body [130]. Particularly, day-ahead unit commitment (DAUC) optimally determines the units’ commitment schedules on an hourly basis, often serving as the day-ahead market clearing. Real-time unit commitment (RTUC) re-commits fast-responsive units in a finer resolution with updated system information. Real-time economic dispatch (RTED) clears the real-time market yielding the unit dispatch and finalizes energy and reserve allocations. Under specific circumstances for market simulators, day-ahead economic dispatch (DAED) follows by DAUC to retrieve shadow prices in the day-ahead market. Hence, the coordination between these four multi-timescale operations highlights the essence of the short-term electricity market operation.

Currently, quite a few software platforms have looked into the market operation and built general tools to perform simulations. There is both open-source and commercial simulation software. The advantages of commercial software like PLEXOS [131] and ENERLYTIX [132] include that the operation is well-benchmarked by ISOs, and they are regulated and updated by professional teams for customer cares. However, the commercial tools are not friendly to academic researchers with limited accessibility, and they rarely consider state-of-the-art models for future market implementations. Thus, researchers developed open-source platforms such as FESTIV [133] and EGRET [134] trying to give a general solution for market simulations to the research community. Nonetheless, with the rapid growth of renewable technologies, current open-source tools are neither flexible for the multi-timescale operation nor with state-of-the-art market models. Thus, we release a new open-source Python library, MIDAS-S, abbreviated from Multi-timescale Integrated Dynamic And Scheduling - Scheduling, to fill the gap between the existing open-source tools and practical market operations.

Implementing a complete multi-timescale market operation needs to take a large variety of factors into accounts, such as the reserve product design and information exchange between different routines, which is the major feature that MIDAS-S nails down. For instance, the unit startup and shutdown processes in many ISOs are uncontrollable. Still, they contribute a moderate part of power during the transition state, which should be considered in
the power balance. Many existing academic works neglect this aspect, whereas G. Morales-Espana et al. [135] have experimentally shown that the neglect could result in commitment changes and a worse objective value. From the multi-timescale operation’s perspective, the startup and shutdown processes become more difficult, which involve making real-time operations aware of the MW levels of generators during startup/shutdown after UC yields the commitment schedule. Similarly, another example would be that the energy storage system (ESS) needs to perform energy arbitrage in the day-ahead market, as regulated by typical ISOs [136]. In the real-time operations, ESSs should follow the day-ahead schedule or an optimized dispatch signal.

As renewable technologies proliferate in the current power system, the market framework should evolve with the optimized operation of sustainable resources and ESSs. Based on enhanced forecast techniques, state-of-the-art market models have already considered renewables in energy optimization. However, the ancillary service (AS) provision from renewables remains in the initial phase. Though smart inverters have been broadly deployed in many regions’ renewable systems to support ASs [137], from the market operation’s side, most ISOs in the US do not consider renewables providing ASs [138]. Nonetheless, the research community has delved into the design regarding renewable-supported AS markets for years. E. Ela. et al. [139] conducted pioneering works on integrating primary frequency response (PFR) with other ancillary service products. B. Olek et al. [140] studied the steady state and transient state of renewable providing ASs in a low-voltage network. More works focus on the ESS performance on ASs. N. Cobos et al. [141] presented a robust scheduling strategy for ESSs participating in the AS market. And N. Padmanabhan et al. [142] analyzed the ESS potential for providing spinning reserves via a production cost model. Above all, our proposed tool enhances the recent development of renewable and ESS strategies for AS provision, generalizes the choice of various models, and further validates the scheduling results via the system dynamic simulation.

Under most scenarios in the current industry practice, the market operation is decoupled with system dynamic analyses. With the integration of renewables and ESSs and their ca-
pability to provide reserves, executing dynamic simulation and posterior power flow analysis becomes necessary to verify the market decisions. Very few works consider using dynamic simulation to guide or correct the scheduling simulation. H. Yang et al. [143] proposed a fast Fourier transformation-based reserve requirement determination used in the UC problem with power flow check in PSS®E. In the proposed platform, PSS®E executes AC power flow check for the RTED and performs dynamic simulation for renewable units such as AGC modeling and inertia control simulation. The PSS®E results will guide the next-interval RTED by updating the generator parameters, real-time power loss values, and the ESS dispatch.

In summary, we release an open-source Python library as MIDAS-S, which gives a flexible solution towards state-of-the-art multi-timescale market operations with validations from dynamic simulations. We highlight the contributions of this work as follows.

- We propose a generalized flexible market operation consisting of day-ahead and real-time scheduling that considers multi-timescale information exchange.
- MIDAS-S is the first open-source electricity market simulation tool that considers multi-timescale operations with an interface for dynamic simulations.
- Multiple novel modeling features such as multi-timescale non-spinning reserve design and AS-enabled ESS scheduling are present in the platform.
- The library is easily editable with flexible function utilities for different user-defined modeling and executing alternatives.

We organize the remainder of this chapter as follows. Section 4.2.3 gives an overview of the four operating modes in the platform upon user preferences. Section 4.2.4 discusses highlights in the novel electricity market modeling, such as the multi-timescale AS model designs and ESS operations. Section 4.2.5 presents the flexible features of the library with user-friendly settings and the dynamic simulation interface. Section 4.2.6 provides simulation examples from an 18-bus system and the WECC system. Section 4.2.7 concludes the chapter.
4.2.3. Working Mode Design for the Multi-timescale Operation

As a standard simulation tool for short-term market operations, MIDAS-S has four operation modes that users can easily call and tune. We first give the following notes:

- For all modes, MIDAS-S could run for multiple days with adequate input data.
- According to user settings, all routines, *i.e.*, DAUC, DAED, RTUC, and RTED, could have adjustable look-ahead horizon and time resolution. For example, RTED can run as a 2-hour look ahead with a 5-minute resolution.
- To retrieve day-ahead market clearing prices for some solvers, DAED is optional to be executed right after any DAUC is executed.

Based on Figure 4.1, we detail the four modes as follows.

4.2.3.1. Mode 1: DAUC only

In some production cost modeling and commitment analysis scenarios, users would like to only run DAUC with multiple days, for which Mode 1 is called. In this case, based on the user-defined number of days, MIDAS-S will execute the DAUC routine with defined look-ahead hours. The current DAUC uses the last-interval data yielded from the previous DAUC as new inputs to update by default settings. In contrast, the very first DAUC will need the user-input initial statuses.

4.2.3.2. Mode 2: RTED only

For a brief analysis of real-time market operations, users may only want to run RTED. Mode 2 executes the RTED routine based on a virtual DAUC dataset provided by the user. That is, users need to import a complete set of commitment results and all other input parameters from the UC, such as the ESS arbitrage results. In real-time processes, this is an ISO’s practice that the RTED considers all the UC results as input parameters [144]. Note that Mode 2 executes RTED only, which can be regarded as a single unit dispatch system with limited market functionalities. One should refer to Mode 3 or Mode 4 if real-time
The first-interval results of the RTED in the current day will be sent to dynamic simulations.

Next-day DAUC uses current DAUC results as inputs.

The last interval results of the last interval RTED in one hour will be sent to the RTUC for the initial status of the hour-ahead RTUC.

At the beginning of every hour, run a look-ahead RTED with 12 intervals (every 5 minutes).

(a) Mode 1: DAUC Only

(b) Mode 2: RTED Only

(c) Mode 3: DAUC + RTED

(d) Mode 4: DAUC + RTUC + RTED

Figure 4.1. Operation modes of MIDAS-S.
market operation details are required.

4.2.3.3. Mode 3: DAUC + RTED

Mode 3 serves as a simplified version of Mode 4, which runs DAUC first and then runs RTED accordingly. As shown in Fig. 1 (c), after the day’s DAUC is executed, all RTEDs for this day will be executed based on the day’s DAUC results. When it comes to the next day, the DAUC uses the previous day’s DAUC results as initial inputs. This is because practically in many ISOs, one day’s DAUC is executed on the last day, such as in ERCOT [145], when the previous day’s RTEDs have not been finished yet. However, the day’s first RTED will use not only the day’s DAUC commitments but the last RTED dispatch results of the previous day as inputs. It makes the RTED instances consecutive.

4.2.3.4. Mode 4: DAUC + RTUC + RTED

Mode 4 is the complete execution of both the day-ahead and real-time market operation process, which is also the most complicated. RTUC serves as a recommitment process for fast-responsive units according to the varying real-time market environment. To better introduce, Fig. 1 (d) uses one time setting as an example. We set the time resolutions of DAUC, RTUC, and RTED as 1 hour, 1 hour, and 5 minutes, respectively, whereas their simulation horizons are 26 hours, 3 hours, and 2 hours. That is, in each hour, 12 RTEDs are executed.

The design philosophy is that the current hour’s RTUC runs for intervals starting from the next hour. For example, the RTUC run at Hour 1 is for Hour 2-3-4 and is executed right after the first RTED instance at Hour 1 is executed. We detail the reasoning of this design as follows. For example, if the RTUC starting from 03:00 schedules a generator with a startup time of 20 minutes to start up at 03:00, its commitment effective time is 03:00. The generator will then need to start up from 02:40 in real-time due to its startup time. Hence, the RTED starting from 02:40 should be aware of the unit’s startup, which means the RTUC starting from 03:00 should have been executed at least before 02:40. Since the purpose of
RTUC is to reschedule fast-responsive units in real-time, we deem 1 hour of the startup time by default for fast-responsive units. Hence, the RTUC executes one hour before the operating time as default in MIDAS-S. In the same example, Hour 1’s RTUC’s initial inputs should be the initial inputs of Hour 2, which comes from the results of Hour 1’s RTED.

Based on the previous design, when the user sets each routine’s time frames in this mode, the time coupling needs to be strict. For instance, since Hour 1’s RTUC runs for Hour 2-3-4, it requires Hour 1’s dispatch result as initial inputs, which should come from the first RTED at Hour 1. Hence, the first RTED at Hour 1 should have at least a 1-hour time horizon. Similarly, since the RTED horizon is 2 hours in this example, the last RTED runs for 01:55-03:55. Hence, the RTUC horizon at Hour 1 should have at least 3 hours time horizon to cover for Hour 2-3-4. It is recommended that first-time users adopt the default setting, as this example shows.

4.2.4. Novelties on Electricity Market Models

This section discusses MIDAS-S model novelties concerning evolving operations of renewables and ESS participations in both the energy and AS markets. We highlight our AS designs and ESS operations as follows.

4.2.4.1. Novel AS Designs

In MIDAS-S, we accommodate four kinds of AS products in the market, i.e., PFR, regulation reserves (often refers to automatic generation control, AGC), spinning reserve (SR), and non-spinning reserve (NSR). Though different ISOs may have different taxonomies on the AS market, their general functionalities remain similar. Note that these reserves are related to the frequency response, and we do not consider voltage response procurement as there is no such relative product in the current U.S. market [146]. Note that in MIDAS-S, we only consider the reserve capacity procurement.

a). PFR models.
Though there are very few ISOs that procure PFR in the market, with the rapid growth of renewable technologies, PFR will become more and more important thanks to its fast-responsive feature. Hence, for the future market design, in MIDAS-S, we accommodate the PFR model considering thermal units’ governor control and response time, which results in the following steady-state model.

\[
0 \leq pfr_{g,t}^{up} \leq \frac{\Delta f_{\text{max}} - DB_g}{R_i_g}, \quad (4-9)
\]

\[
R_i_g = \frac{DCC_g \cdot f_0}{P_{\text{max}}}, \quad (4-10)
\]

where (4-9) gives the physical limits of governor’s PFR provision, (4-10) defines the governor droop curve. Ref. [139] provides more information regarding the modeling of generator governors. Note that for renewable units, by employing the virtual governor, we could still model their PFR provisions via this formulation, which we also conduct analyses in the system dynamic simulation. Other PFR formulations considering system inertia and power loss such as [147] are also available in MIDAS-S.

\(b\). \textit{AGC and SR models.}

Regulation reserves take a critical role in the ISOs’ reserve categories. They are often expressed as how much power the unit can adjust due to frequency events, which means they relate to the units’ ramping rate. It is similar for the SR, as another type of the upward reserves. Hence, we present the following steady-state model for regulation reserves and SR.

\[
0 \leq agc_{g,t}^{up} \leq ResT^{AGC} \cdot RU_g, \quad (4-11)
\]

\[
0 \leq agc_{g,t}^{dn} \leq ResT^{AGC} \cdot RD_g, \quad (4-12)
\]

\[
0 \leq sr_{g,t}^{up} \leq ResT^{SR} \cdot RU_g, \quad (4-13)
\]

where constraint (4-11), (4-12), and (4-13) regulate the AGC-up, AGC-down, and SR, respectively, by the response time and ramp rates.
c). NSR models.

NSR is also a vital reserve product in the current electricity market, but very few works have considered its complete modeling in the literature. It is non-trivial to include NSR in the multi-timescale scheduling framework since the response time of NSR is typically 15-30 minutes, which trespasses multiple intervals of the real-time operation. Though many ISOs perform the NSR scheduling in both day-ahead and real-time, real-time NSR scheduling typically occurs in the RTUC while RTEDs fix NSR values only to adjust units’ headroom and ramp room [144]. Hence, we design the following model in DAUC and RTUC.

\[ 0 \leq \text{nsr}_{g,t}^{up} \leq (1 - u_{g,t}) \cdot \left[ P_{g,t}^{\text{min}} + RU_g \cdot (ResT^{NSR} - SUTime_g) \right] + u_{g,t} \cdot RU_g \cdot ResT^{NSR}, \]  (4-14)

where constraint (4-14) means that when the unit is offline, during the NSR response time, the maximum NSR it can provide is the minimum power output, using the startup time, plus the power level that it can ramp to using the rest of time. This implies that the unit is not eligible to provide NSR if its startup time is higher than the NSR response time. If the unit is online, it could also provide NSR restricted by the operation ramp rate.

The NSR scheduling is separately scheduled in both DAUC and RTUC, whereas for RTED, the NSR values are fixed to reflect the RTUC schedules in Mode 4 or DAUC schedules in Mode 3. Also, note that all renewables and ESSs are not eligible to provide NSR, which is also a common practice [144].

d). Unit headroom and ramp room.

The unit headroom and ramp room constraints for each generator are as follows.
\[ P_{g}^{\text{min}} \leq p_{g,t} + p_{f_{g,t}}^{\text{up}} + a_{g}c_{g,t}^{\text{up}} + s_{r_{g,t}}^{\text{up}} + n_{s_{r_{g,t}}}^{\text{up}} \leq P_{g}^{\text{max}}, \]

\[ P_{g}^{\text{min}} \leq p_{g,t} - a_{g}c_{g,t}^{\text{dn}} \leq P_{g}^{\text{max}}, \]

\[ p_{g,t} - p_{g,t-1} + p_{f_{g,t}}^{\text{up}} + a_{g}c_{g,t}^{\text{up}} + s_{r_{g,t}}^{\text{up}} + n_{s_{r_{g,t}}}^{\text{up}} \leq R_{U_{g}}, \]

\[ p_{g,t} - p_{g,t-1} - a_{g}c_{g,t}^{\text{dn}} \leq -R_{D_{g}}. \]

In MIDAS-S, we let all reserve products share the same headroom and ramp room. For some reserves, due to the response time difference, weighting factors might be applied to adjust their contributions of headroom, which can be user-defined in MIDAS-S. Also, note that some ISOs do not consider ASs in the ramping constraint, e.g., MISO [144], but we still provide this flexibility to include (4c) and (4d) in the model.

4.2.4.2. MIDAS-S ESS Designs

In the MIDAS-S default setting, we model the ESS degradation cost as a linear cost function in the objective function, and use a three-status implementation of ESSs, i.e.,
charging, discharging, and idle. The operation constraints of ESSs are as follows.

\[ p_{i,t} = dis_{i,t} - ch_{i,t}, \]  \hspace{1cm} (4-19)

\[ c_{i,t} + d_{i,t} \leq 1, \]  \hspace{1cm} (4-20)

\[ p_{i,t} - p_{i,t-1} + agc_{i,t}^{up} + pf_{i,t}^{up} + sir_{i,t}^{up} \leq RU_i, \]  \hspace{1cm} (4-21)

\[ p_{i,t} - p_{i,t-1} - agc_{i,t}^{dn} \geq -RD_i, \]  \hspace{1cm} (4-22)

\[ ch_{i,t} \leq c_{i,t} \cdot CH_{i}^{\text{max}}, \]  \hspace{1cm} (4-23)

\[ dis_{i,t} \leq d_{i,t} \cdot DIS_{i}^{\text{max}}. \]  \hspace{1cm} (4-24)

\[ soc_{i,t} - soc_{i,t-1} \cdot (1 - LR_i) = ch_{i,t} \cdot \eta_i - dis_{i,t}/\eta_i, \]  \hspace{1cm} (4-25)

\[ soc_{i,t} + agc_{i,t}^{dn} \cdot ResT^{AGC} \leq SOC_{i}^{\text{max}}, \]  \hspace{1cm} (4-26)

\[ soc_{i,t} - agc_{i,t}^{up} \cdot ResT^{AGC} - pf_{i,t}^{up} \cdot ResT^{PFR} - sir_{i,t}^{up} \cdot ResT^{SR} \geq SOC_{i}^{\text{min}}. \]  \hspace{1cm} (4-27)

They are vanilla ESS operational constraints, where we enforce the idle status of ESSs in (4-20), and in (4-20)-(4-21) and (4-26)-(4-27), we enforce the similar ramp room constraints as in the generation part. The state-of-charge (SOC) limits consider AS capacities.

For the ESSs’ headroom modeling, we consider a more refined formulation concerning various types of ESSs. Due to their power/energy ramping time, we treat the pumped energy storage system (PESS) and battery energy storage system (BESS) differently in MIDAS-S. Figure 4.2 depicts the operation logic of different flexibilities of ESS types. On the one hand, some ESS types, such as PESSs, require more time to change status in real-time. Hence, performing reserve scheduling for this type should only consider the reserve limit from the same direction. On the other hand, fast-responsive ESSs, such as BESSs, can quickly switch status, which allows it to allocate more reserves by using its opposite direction. Based on
Figure 4.2, we give an exact formulation for these two flexibility schemes of ESSs as follows.

\[
PESS := \begin{cases} 
  pf_{i,t}^{up} + agc_{i,t}^{up} + sr_{i,t}^{up} \leq (1 - c_{i,t}) \cdot DIS_{i}^\text{max} + ch_{i,t} - dis_{i,t}, \\
  agc_{i,t}^{dn} \leq (1 - d_{i,t}) \cdot CH_{i}^\text{max} + dis_{i,t} - ch_{i,t}.
\end{cases}
\]  

\[\text{(4-28)}\]

\[
BESS := \begin{cases} 
  pf_{i,t}^{up} + agc_{i,t}^{up} + sr_{i,t}^{up} \leq DIS_{i}^\text{max} + ch_{i,t} - dis_{i,t}, \\
  agc_{i,t}^{dn} \leq CH_{i}^\text{max} + dis_{i,t} - ch_{i,t}.
\end{cases}
\]  

\[\text{(4-29)}\]

It is straightforward to see that constraint \((4-29)\) excludes all binary decision variables in \((4-28)\) to achieve the logic. It is flexible in MIDAS-S to claim one ESS as PESS-type or BESS-type. Also, note that the ESS charging and discharging dispatch together with their binary indicators are termed as parameters in the RTED since the ESSs should participate in the energy arbitrage conducted in the day-ahead market operation. Only the reserve optimization and the SOC equations are included in RTED. To better reflect the real-time operation of ESSs, a linear interpolation of ESS dispatch based on DAUC results is performed in RTED. Note that all the formulations described in this section refer to [?], which is a prior work for the MIDAS framework. Then, we implement them in a generalized way in the MIDAS-S library.

4.2.4.3. Other Formulations

We omit other general formulations of UC and ED since they have been widely discussed and benchmarked in the literature, where we refer to [148] for interested readers. MIDAS-S provides a very flexible model library that can be modified and enhanced by users. Different modeling alternatives can be selected and tested in MIDAS-S.

4.2.5. Modularized Executables for User Flexibility

For different user preferences, modularized executables in each routine can be called and modified based upon various simulation goals. For high-level usages, users only need to modify the input data (by default in the form of MS Excel and CSV formats, as in
Listing 4.1. DAUC Model Example

```python
UCmdl = pe.AbstractModel()
Params.DAUC_read_params(UCmdl)
Vars_base.load_base_vars(UCmdl)

# Define variables
getattr(Vars_gen_power, "DAUC_Piecewise_power")(UCmdl)
getattr(Vars_ess_power, "Idle_2var_power_soc")(UCmdl)

# Unit constraints
getattr(Constr_gen_ancillary_service, "DAUC_AS")(UCmdl)
getattr(Constr_ess_ancillary_service, "DAUC_AS")(UCmdl)

# System constraints
getattr(Constr_power_balance, "Nodal_power_balance")(UCmdl)
getattr(Constr_sys_reserve, "AS_Coupled")(UCmdl)

# Objective function
getattr(Objective_function, "DAUC_objective_basic")(UCmdl)
```

Listing 4.2. Generation AS Constraint Implementation

```python
def _Define_PFRup(md):
    def pfr_pos_cap_rule(md, gi, hi):
        return md.gen_pfr_pos[gi, hi] <= (md.Df_Max - md.Gen_DB[gi]) / md.Gen_Ri[gi]

    md.gen_pfr_pos_cap = pe.Constraint(md.DPGEN_SET, md.INTER_SET, rule=pfr_pos_cap_rule)

    @add_model_attr(component_name,
                    requires={'params_loader': None,
                              'base_var_loader': None,
                              'power_var_loader': None,
                             })
def DAUC_AS(md):
    _Define_PFRup(md)
```
FESTIV [133]) to change the problem setting and working mode, and the results will be automatically documented in both MS Excel and Python binary formats. However, users might want to modify the embedded optimization model internally. As MIDAS-S is built upon the Python optimization package Pyomo, descriptive implementation is allowable. The modularized executables that MIDAS-S offers could also help users easily customize their models and test operational variants. We discuss the scheduling part and dynamic part separately on this matter.

4.2.5.1. Scheduling Simulation Part

Taking the DAUC routine as an example, Listing 4.1 provides a simplified sketch of DAUCModel.py. Imports and function returns are omitted for brevity. After calling this function, the object UCmdl contains all the DAUC model information and is sent to the mode coordinator to execute. If the user would like to modify the model, taking the generator AS constraint for an example (Line 10), user could open its callback, i.e., Constr_gen_ancillary_service.py, as shown in Listing 4.2, define a new function with a new name similar to DAUC_AS, and modify the object call getattr in DAUCModel.py accordingly. The add_model_attr() method is the utility protecting buffer for this flexible implementation.

The function _Define_PFRup in Listing 2 implements constraint (1a), which is very intuitive that all the parameters, variables, and constraints definitions are descriptive. Note that upon changing the model, users should follow the calling sequence as in Listing 1, i.e., parameters → variables → constraints → objective function. This is a typical modeling sequence of any optimization model in Pyomo. If a prerequisite argument is missing, a warning will be raised.

Another advantage of the modularized executables is that users could call only a part of the MIDAS-S functions for utility usage. Flexible callable functions are stored in the utility library and are independent of each other. For example, suppose the user only wants to derive the power transfer distribution factors for the DC power flow. In that case, it can
be achieved by just running `input.utils.cal.ptdf()`, where `input` is the object generated from the general input data sheet. These useful utility functions are all implemented in a vectorized fashion with fast and memory-saving features.

For DAUC and RTUC, we only generate the Pyomo abstract model one time since the mixed-integer programming problem is time-consuming to save when the system size grows. Then, for subsequent UC problems, we keep updating the model parameters in a rolling fashion. For DAED and RTED, We generate the model for DAED and RTED every time, as RTED does not impose a huge computational burden.

4.2.5.2. Dynamic Simulation Part

The dynamic simulation is by default executed in PSS®E, but other simulation platforms could also interface with MIDAS-S on this matter. After each RTED run, the scheduling part will save the RTED dispatch result in both CSV and Python binary formats. Afterward, the results will be sent to PSS®E for dynamic analyses, while the RTED routine will be halted,
waiting for the updated information is sent from the PSS®E, serving as new initial inputs for the next RTED. The information exchange process between the scheduling and dynamic simulation parts is detailed in Fig. 3. We omit the detailed discussion over the dynamic simulation part, which will be presented in another paper together with more comprehensive numerical experiments.

4.2.6. Simulation Examples

This section verifies the proposed platform by conducting market analyses on an 18-bus system with 5 generators and 1 ESS and a reduced WECC 243-bus system with 197 generators for scalability analyses. These two analyses are documented in the example gallery of MIDAS-S, where the network and unit data can also be found. Listing 3 shows the code executing four work modes for the 18-bus system with built-in summary and plotting functions. The dynamic simulation is embedded for both test systems (denoted as closed-loop simulation). All the subsequent simulations are performed in Intel Python 3.6.3 with MIDAS-S 0.6.6, NumPy 1.19.2, Pandas 1.1.2, and Pyomo 5.7 on a 2.9 GHz quad-core Intel Core i7 CPU with 16GB memory. We employ Gurobi 9.1 as the optimizer. Also, note that all figures in this section are generated from the built-in plotting functions.

4.2.6.1. 18-bus Test System

?? depicts the 18-bus system topology. Since DAUC and RTED are included in Mode 3 and 4, we focus on the economic assessment of them. Two consecutive days are considered in the simulation, while the second day’s timeseries data is a copy of the first day adding Gaussian noise.

a). Mode 4 General Assessment.

In Mode 4, DAUC, RTUC, and RTED routines are executed in the multi-timescale coordinative fashion. Figure 4.5 depicts the dispatch share between generators in DAUC, RTUC, and RTED for the two days, and Table I tabulates the cost summary in Day 2. G1 and G3
Listing 4.3. Sample code for the 18-bus system run

```python
import midass as ms

results_mode1 = ms.run_mode1(solver_name = "gurobi",
    prefix_dir = r"midass\data\18_bus\",
    verbose = True)

results_mode4 = ms.run_mode4(solver_name = "gurobi",
    prefix_dir = r"midass\data\18_bus\",
    psse_folder = r"PSSE/",
    case_name = r"Case1",
    run_name = r"Case1_24hr",
    close_loop_flag = False,
    ess_interpolate_method = True,
    ess_dispatchable = False,
    verbose = True)

Fig_Plot = ms.FigurePlot("DAUC", results_mode4)
```

are inflexible units with a startup time longer than 1 hour, whereas G2 and G4 are flexible units with a startup time of less than 1 hour. Thus, G2 and G4 are re-committable in RTUC. We consider all four AS types in this test case, while the AS requirements are set as different portions of the load.

The overall dispatch pattern is intuitive. During the day when PV output is abundant, the ESS is charging using the excess PV power. When the time goes to the night, as the peak load occurs, the ESS is discharging to relieve the dispatch burden, during which the fast-start gas unit G2 is brought up for the demand increase. Since we assume RTUC uses the same timeseries profiles as in DAUC, there are not many differences between Figure 4.5 (a) and (b), while in Day 2, for Hour 7-10, RTUC shows a different dispatch profile with DAUC. When the load and renewable profiles are the same, this dispatch difference could be owing to the reserve relocation in RTUC when the simulation horizon for RTUC is only 3 hours. And RTED will strictly follow the RTUC commitments.
Table 4.2. Economic Assessment of Different Routines in Day 2

<table>
<thead>
<tr>
<th></th>
<th>DAUC</th>
<th>RTUC</th>
<th>RTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. Cost ($)</td>
<td>247,697</td>
<td>247,654</td>
<td>240,243</td>
</tr>
<tr>
<td>ESS Cost ($)</td>
<td>44</td>
<td>44</td>
<td>37</td>
</tr>
<tr>
<td>LS Penalty Cost ($)</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>Ramp Penalty Cost ($)</td>
<td>0</td>
<td>0</td>
<td>73,543</td>
</tr>
<tr>
<td>TX Penalty Cost ($)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SOC Penalty Cost ($)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PV Curtailment (MWh)</td>
<td>27</td>
<td>27</td>
<td>59</td>
</tr>
</tbody>
</table>

Gen.: Generator, LS: Load shedding.

For the unit startup/shutdown trajectory modeling, it is straightforward to observe that, in (c) and (f) during the startup and shutdown processes of G2, RTED models the linear trajectories explicitly. Especially in (f), as G2's startup time is 20 minutes, when the RTUC shown in (e) determines G2's startup at 18:00, RTED traverses four intervals in (f) for the
startup process. Then, once the startup process is completed at 18:00, thanks to the high operation ramp rate of G2, it ramps sharply to a high MW output for the peak load time. The shutdown process is also explicitly shown in this test case. It is noteworthy that the startup and shutdown process design discussed in subsection 4.2.3 contributes to the explicit modeling as shown in (c) and (f). Users could also choose other startup/shutdown modeling approaches as MIDAS-S can flexibly switch.

We could also observe the real-time ESS performance that strictly follows the DAUC and RTUC values. When the ESS performs the energy arbitrage in the day-ahead market coordinating with the PV power, real-time ESS dispatch values are interpolated but restricted to the SOC limits. However, the AS schedules for ESSs are still dispatchable in the real-time process in case any sudden event occurs.

Figure 4.5. 18-bus system’s Mode 4 dispatch results.
In MIDAS-S, we generally put slack variables with customized penalty costs for most operational constraints, including the power balance, ramping constraints, power flow equations, SOC operations, and AS requirements, which is also an ISO’s practice [144]. According to Table I, we could see that MIDAS-S conducts the market operation under moderate penalty values. We set very high penalty values, e.g., $100,000/MW for both load shedding and ramp violation. In practical operations, the penalty values are unavoidable in the optimization. Then, they will be removed after the market clearing is complete by a pricing rerun with violated constraint relaxation [149]. For PV curtailment, since we allow PV to provide ASs in MIDAS-S, the curtailment can be used to provide upward reserves. However, as we install an ESS in the system, the ESS takes the major responsibility to provide ASs due to its flexible feature, and PV is prone to use its full headroom to charge the ESS during the day. We could also see that the three modes’ unit production costs are very close, which proves the consistency of the multi-timescale operation.

![ESS Schedules in the 18-bus system.](image)

Figure 4.6. ESS Schedules in the 18-bus system.
b). *Mode 4 ESS Performance with ASs.*

We further validate the ESS implementation of the two operation schemes for different flexibilities on the AS provision. Figure 4.6 provides the comparison between setting the ESS as PESS-type and BESS-type. Note that we only show the DAUC results here since ESSs perform the energy arbitrage in the day-ahead market. It is clear the ESS in the BESS case covers a higher portion of ASs than the ESS in the PESS case as it can provide ASs by exceeding its opposite limits. As described in subsection 4.2.4 B, the BESS type has better flexibility of switching conditions and thus gains more capability to provide ASs. Figure 4.6 validates the exactness of the proposed ESS operating schemes. We also observe that the total cost of using the BESS type is lower than the case using the PESS type because when the AS burden is relieved by ESSs, generating units could leverage more power to perform the economic dispatch. Concerning the future dominance of ESS installations, system operators need to consider the ESS flexibilities in market operations.

c). *Comparison between Four Modes.*

To further validate the performance, we run Mode 1, 2, 3, and 4 on the 18-bus test system, and Table 4.3 gives the cost comparison. It is clear that for all modes, DAUC yields the same results. And Mode 2’s RTEDs have the same outcomes as Mode 4’s RTEDs since we feed in the previous results obtained by DAUC and RTUC in Mode 4. However, when comparing Mode 3 and Mode 4, we could find that Mode 4’s RTEDs come to better results with lower production costs and penalty values. In Mode 3, the ramping penalty is high since

<table>
<thead>
<tr>
<th>Table 4.3. Cost Comparison between Four Modes in Day 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DAUC</strong> ($)</td>
</tr>
<tr>
<td>Prod. Cost</td>
</tr>
<tr>
<td>Penalty Cost</td>
</tr>
<tr>
<td><strong>RTED</strong> ($)</td>
</tr>
<tr>
<td>Prod. Cost</td>
</tr>
<tr>
<td>Penalty Cost</td>
</tr>
</tbody>
</table>

Prod: Production.
Table 4.4. Computational Time for Test Systems

<table>
<thead>
<tr>
<th></th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-bus W</td>
<td>1.32</td>
<td>493</td>
<td>496</td>
<td>542</td>
</tr>
<tr>
<td>18-bus S</td>
<td>0.84</td>
<td>127</td>
<td>128</td>
<td>151</td>
</tr>
<tr>
<td>WECC W</td>
<td>287</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>WECC S</td>
<td>193</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

W: Complete wall time; S: Solver time.

the ESS value inheritance is directly applied to the RTED and no generator is rescheduled in RTUC, which shrinks the ramp room of RTED’s generators. This proves the importance of using RTUC in the short-term market operations.

4.2.6.2. Scalability Analysis

To test the scalability of MIDAS-S, we further run tests on the WECC 243-bus system and Table 4.4 tabulates the computational time for the two systems. For Mode 2, 3, and 4, the time is for one-day simulations. Note that we report both the solver execution time and the complete wall time including the time used for parsing models and information exchange. We could see that when the system size grows, the computational time also increases. But it is still within the acceptable range of execution time considering the workstation capability.

4.2.7. Summary

We propose and validate a Python-based open-source simulation library, MIDAS-S, for the short-term electricity market operations. The library is highly flexible for parameter tuning, result I/O, and model modifications based on different user preferences. We enhance the current electricity market operation model by new AS modeling and refined ESS operations, considering the recent advancement of renewable technologies. The MIDAS-S library also accommodates a unique and novel structure of DAUC-RTUC-RTED, validated via simulation-based economic assessment. The generalized implementation of complicated time-coupled market operations could help the open-source community understand com-
mercial electricity market frameworks. The ready-to-use interface between the scheduling and dynamic simulation paves a more accurate path for market analyses and provides new insights for future market operations.
Chapter 5

CONCLUDING REMARKS

Till now, we have conducted research on both the long-term and short-term market operations, considering the massive penetration of renewable energy. By leveraging the uncertainty-based optimization techniques, the decision-makings in electricity markets can be largely enhanced. The proposed stochastic optimization-based market framework provides a promising candidate solution towards the challenge that the proliferating renewables impose. We also investigate a combined simulation platform for future’s potential electricity market designs, with emphasis on renewable impacts on the electricity market. Below is a detailed summary of what we have achieved in the finished works.

• Long-term Operation: We proposed a novel modeling framework and decomposition-based solution strategy combining SP and RO to deal with multiplex uncertainties in coordinated mid- and long-term power system planning. After solving a multi-year generation and transmission planning problem from an independent system operator (ISO)’s perspective, we analyzed the economic values of renewable energy comparing with other generation technologies in terms of the long-term investment payback. Considering the N-k contingencies and resource uncertainties, the hybrid stochastic and robust model was efficiently solved by a combined algorithm encoding the column-and-constraint generation and L-shaped method. We showed that the optimal investment portfolio in mid-term planning is the combined generation mix that includes both renewables and conventional units. In a longer-term planning study, the renewable companies show their growing cost-effectiveness due to the low operation cost. Note that the study we performed did not consider the energy storage and governmental and community incentives, strengthening the renewables’ competitiveness. Hence, it is envisaged that a 100% renewable power system becomes feasible and economic in the future.
• **Short-term Operation:** We proposed a three-stage unit commitment model for the market operation of transmission and distribution coordination under the uncertainties of renewable generation and demand variations. Since the central operator will require more information about the increasingly active distribution networks, the T-D coordination becomes a promising solution. The novel T-D market paradigm we proposed quantitatively analyzed the typical market operation under a high distribution-level DER penetration. We showed that when considering the T-D coordination, the T and D boundary mismatches can be favorably reduced to zero, which saves hundreds of millions of dollars as operation costs. Besides, eliminating the active power mismatch could potentially help mitigate the frequency stability issue in both systems. To efficiently achieve this goal, our devised generalized decomposition technique greatly facilitates the solution of the coordinated market operation while considering complex system components such as the network reconfiguration.

• **Industry-level market simulation tool:** Heretofore, there lacks a general market operation simulation software that can integrate with the system dynamic simulation. Market operators keep a strong interest in capable software that can help simulate a realistic market environment considering both steady-state market products and transient-state system reliability. We design and implement such an open-source software based on Python programming language that could interface with commercial or free solvers and professional power system simulation software such as PSS®E. Within this open-source tool, various users from either industry or academia could easily get access to the core of the electricity market operations adopted in a general way for most scenarios in the world’s electricity market. Novel research ideas and traditional engineering requirements synergize well within this platform to make a better future for the progress of the electricity market.
Appendix A

LINEAR RELAXATION TECHNIQUE

The product $q$ of one binary variable $z$ and one continuous variable $x$ can be relaxed as follows. The relaxation is tight due to the convexity of the McCormick Envelope.

$$q \leq x + M(1 - z), \quad (A-1)$$
$$q \geq x - M(1 - z), \quad (A-2)$$
$$q \leq Mz, \quad (A-3)$$
$$q \geq -Mz. \quad (A-4)$$
Appendix B

FEASIBILITY GUARANTEE OF THE GND ALGORITHM

We provide two alternatives to guarantee the feasibility of the proposed GND algorithm. Upon infeasibility, a feasibility-check subproblem for the third-stage problem will need to be solved and return a feasibility cut to the second stage. Note that the second stage will not incur any infeasibility since the transmission ED problem has no integer and the load shedding variables enforce the feasibility of operational constraints. Hence, we only formulate the third-stage feasibility-check problem, as shown in (B-1).

\[
\forall c : \min_{j_{mn,h,c}} \sum_{h} \sum_{mn} j_{mn,h,c}^+ + j_{mn,h,c}^-,
\]

subject to

Constraint (3-3a)-(3-3f), (3-3l)-(3-3r),

\[
x_{mn,h,c}^D \geq 0, \quad \forall h, \quad (B-1a)
\]

\[
x_{mn,h,c}^D = 0, \quad \forall n \in A_T^D, \forall h, \quad (B-1b)
\]

\[
x_{mn,h,c}^D + x_{nm,h,c}^D = 1 + j_{mn,h,c}^+ - j_{mn,h,c}^-, \quad \forall n \in F_Q^D \setminus F_Q^D, \forall h, \quad (B-1c)
\]

\[
x_{mn,h,c}^D + x_{nm,h,c}^D = z_{q,h,c}^* + j_{mn,h,c}^+ - j_{mn,h,c}^-, \quad \forall n \in F_Q^D \setminus F_Q^D, \forall h, \quad (B-1d)
\]

\[
\sum_{n:(m,n) \in F_D} x_{mn,h,c} = 1, \quad \forall m \in A_D \setminus A_T^D, \forall h, \quad (B-1e)
\]

\[
_j^+_{mn,h,c}, j^-_{mn,h,c} \geq 0, \quad \forall (m,n) \in F_D, \forall h, \quad (B-1f)
\]

If we write in a compact form and for each scenario, we attain (B-2).

\[
\forall c, \forall \omega_c^D : \quad S_d(w_c, \omega_c^D) = \min_j j, \quad (B-2)
\]
subject to

\[ \|H_2y^* + K_2z + e\|_2 \leq q^Ty^* + p^Tz + k^Tj + H_3x_j^2 + r_2(\omega_c^D), \]  \hspace{1cm} (B-2a) 

where \(j_{mn,h,c}^+\) and \(j_{mn,h,c}^-\) are positive slack variables imposed on the distribution reconfiguration constraints, \(j\) is their vector form. After we solve (B-2), the feasibility cut can be formulated as in (B-3).

\[ u^T(H_2y^* + e) - v(q^Ty^* + k^Tj + H_3x_j^2 + r_2(\omega_c^D)) \leq 0, \]  \hspace{1cm} (B-3) 

Note that any infeasible set of distribution reconfigurations will incur infeasibility in all scenarios of this distribution network. Hence, upon encountering an infeasible subproblem instance, a feasibility cut will be generated and all other scenarios will be terminated because (B-3) contains enough feasibility information. The feasibility cut will be added into the second-stage problem. Afterwards, the second-stage problem will be solved and add a cut containing both feasibility and optimality information to the first stage. Then the iteration continues from the first stage. This procedure is called Fast Forward and Fast Back [72], which also coincides with (B-3). One of this method’s benefits is that distribution networks can return their feasibility cut individually without compromising other distribution systems’ optimality.

Adding feasibility cuts, however, naturally increases the computational burden as the algorithm would require more iterations to converge. As discussed in [150], we can simply replace the constraints in problem (3-3) with the ones in problem (B-1) and add a huge penalty for these slack variables in the objective function, which makes the third-stage problem always feasible. This maneuver could avoid adding any feasibility cut while maintaining feasibility. Again, as shown in (B-1), not all operational constraints should be relaxed but only the ones with integer variables as they are the potential sources of infeasibility.

Note that, though without a concrete proof, evidence has been found that enforcing a feasible subproblem appears to be more computationally efficient than adding feasibility.
cuts [150] and corresponds to the ISO’s practice [151]. However, adding cuts is an exact and canonical way. Nevertheless, both methods are able to eliminate the infeasibility issue to different extents.
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