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Abstract 

This paper investigates using the Bidirectional Encoder Representations from 

Transformers (BERT) algorithm and lexical-syntactic features to measure readability. 

Readability is important in many disciplines, for functions such as selecting passages 

for school children, assessing the complexity of publications, and writing 

documentation. Text at an appropriate reading level will help make communication 

clear and effective. Readability is primarily measured using well-established statistical 

methods. Recent advances in Natural Language Processing (NLP) have had mixed 

success incorporating higher-level text features in a way that consistently beats 

established metrics. This paper contributes a readability method using a modern 

transformer technique and compares the results to established metrics. 

This paper finds that the combination of BERT and readability metrics provide 

a significant improvement in estimation of readability as defined by Crossley et al. [1]. 

The BERT+Readability model has a root mean square error (RMSE) of 0.30 compared 

to a BERT only model with RMSE of 0.44. This finding offers an alternative to basic 

statistical measures currently offered by most word processing software. 

1   Introduction  

Literacy is a major factor impacting various aspects of an individual's quality of 

life and even affecting local, national, and world economies. For an individual, their 

ability to read is the primary building block for learning other subject areas. For 

example, proficiently reading material on science, geography, or math will allow the 

student to learn much more efficiently and deeply than hearing a lecture or watching a 

video on a given topic. For communities, having a citizenry that can read and learn 
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creates opportunities for that community to grow culturally and economically. Reading 

skills are important to success in various aspects of life.  

Reading skills can be difficult to build with average reading scores declining in 

the United States for grades 4, 8, and 12 [31][32]. Classifying texts into different 

reading levels can assist students in improving their reading skills. The theory is that a 

reader will improve by choosing a text slightly above their current reading level. This 

level is often called their "frustration level" as opposed to a "comfort level."  Matching 

students with texts that are challenging but comprehensible can assist in attaining 

reading skills [35].  

Current methods of determining reading levels for elementary school students 

are dated and often proprietary [1,26]. Many calculations can be completed on a text 

that can serve as a proxy for reading levels. Modern baseline research in this area started 

in the 1940s with the Flesch-Kincaid Grade Level Index model, which was based on 

proxies like unique vocabulary, syllables, and length of sentences [5]. Though Flesch-

Kincaid was the first, numerous other calculations include the Dale-Chall and textual 

cohesion methods [20,23]. However, most of these subsequent models are criticized as 

lacking measurement of higher-level language constructs [6,17].  

Proprietary models lack transparency for the formulas they use. One of the most 

widely used assessments is the Developmental Reading Assessment (DRA) offered by 

Pearson, the leading company in educational products in North America. The package 

includes both reading materials at appropriate age levels and assessments for grade 

levels K-8. The cost is published as 360 US Dollars [26]. This cost would be for each 

instructor. This could add up very quickly for schools that do not have adequate funding 

and for non-profit groups.  

As iterations of changes to existing formulas were introduced, they all received 

criticism in some aspects of their methodology. There are numerous readability 

formulas in place today. Most of them have been criticized for not achieving the stated 

purpose of finding reading material appropriate for the learner. These formulas are also 

said to focus primarily on word length and the number of words in a sentence and lack 

other aspects like cohesion [17]. In the 1990s, Microsoft Corporation introduced a 

readability tool in its word processing software, Microsoft Word. The software uses the 

Flesch-Kincaid method and has the same set of criticisms of the Flesch-Kincaid model 

with the addition of technical nuances to ensure the calculation is complete [7].  

In the last several years, new methods of NLP have come into existence. These 

methods tried to incorporate lexical diversity, text cohesion, and other methods [17]. 

The methods proved no more beneficial than the basic calculations. The most recent 

research in readability has been with so-called transformer models in the NLP branch 

of the machine learning domain. Results of these models have shown some 

improvement over the baseline formulas. However, improvements have been nominal. 

One example is text cohesion [28] models, which measure continuity between 

sentences and across bodies of text. However, these models did not achieve statistically 

significant improvements over existing methods.  

A readability solution that is freely available to educators throughout the nation 

will enable those educators to find and add new reading material to curriculums 

independently of the paid services of today. In addition to being fee-based, today's paid 

services have a limited number of rated materials. Adding readings that are of interest 
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to children based on their location, culture, and interests could create more options for 

students than are available today.  

1.1 Assisting the CommonLit Organization 

A new reading level ratability solution will help CommonLit, a non-profit 

organization dedicated to helping Title 1 students achieve reading proficiency. 

CommonLit is a non-profit that provides free reading and writing lessons to over 20 

million teachers and students. Working with Georgia State University, CommonLit 

sponsored a Kaggle competition to improve reading ratability methods. Existing 

methods can be inaccessible to some teachers because of cost. CommonLit hopes to 

provide a modern solution at no cost. This will help teachers select appropriate 

materials for their students and help underserved students reach reading proficiency [1].  

Since CommonLit is primarily dedicated to helping Title 1 students achieve 

proficiency, this work will have far-reaching impacts for the schools under that 

umbrella.   Title 1 is a U.S. government-sponsored education funding program. The 

goal of Title 1 is to help underprivileged and underserved populations across the nation 

achieve a quality education. The school districts served by Title 1 typically have 

characteristics like extreme poverty, homelessness, and English as a second language 

speakers. The national report card in 2019 found that reading scores were declining in 

4th grade, 8th grade, and among males in the lowest reading percentiles of 12th grade 

[32][33].  

With CommonLit supplementing the national Title 1 program, school districts 

can free up money from reading to expand their curriculum on more education 

programs. Success with Title 1 schools has produced higher graduation rates and lower 

dropout rates previously unseen in the United States before the program [29].  

If a more accurate, automated method of reading level determination can be 

created, it could be used by a wide variety of educational organizations in addition to 

CommonLit. In addition to the functional benefit of free, self-service readability ratings 

of educator-selected passages, readability formula solutions using machine or deep 

learning currently are the same or marginally better than the traditional simple statistics-

based methods. Combining NLP with machine and deep learning models could create 

significantly more accurate estimates of reading levels. 

2   Literature Review 

Readability is a measure of how difficult it is to read and comprehend text. 

Readability is important for a variety of reasons. It can affect an audience's willingness 

to engage with a piece of material. It can affect your Google search rating or jeopardize 

a customer's ability to use your product competently. Several formulas have been 

created to assess readability. Early measures like Flesch-Kincaid and Dale-Chall use 

lexical-syntactic features to assess readability. Critics of these formulas often argue that 

the lack of higher-level concepts like required inference or textual organization makes 
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these formulas incomplete. Chall and Dale (1995) [23] suggest that reading level 

formulas distinguish lower difficulty texts but lack the complexity to capture 

differences in higher difficulty texts.  

Researchers have identified several key components to readability. Dale and 

Chall 1949 [20] suggest factors related to the subject matter and content being read, the 

interests of the individual reader, and the criterion specific to the formula being used. 

Reading formulas often capture lexical-syntactic features, like average sentence length 

or syllables per word. Other key features of text organization [24], disposition of the 

reader, textual cohesion [25], and inference load [21]. Studies show these features have 

important effects on readability. 

There are many readability formulas available today to assess the reading level 

of text. These formulas use statistical features like word counts, syllable counts, and 

sentence length to determine difficulty. The "Flesch-Kincaid Grade Level" and "Flesch 

Reading Ease" are commonly used for readability [2]. The formula below shows the 

calculation of the Flesch-Kincaid grade level. 

 

Flesch-Kincaid Grade Level [4, p 6] [5, p3] 

 
 

Flesch-Kincaid is described as an accurate measure for school text; Dale-Chall 

Readability Formula is focused on difficult words and sentence length to categorize 4th 

grade and over 10th-grade readability [23]. Forecast uses the number of single-syllable 

words but not to be used to assess primary age reading materials. Methods that are used 

for children's books in the United States include Flesch-Kincaid Grade Level from 

1975, Fry (for children under age 10), CLI for high school and older, Dale-Chall for 

determining 4th and 10th-grade levels, SMOG for secondary grades, and Spache which 

is similar to Dale-Chall.  

Another way readability is measured is by ranking documents using the Bradley-

Terry model. This model compares text documents to each other in a pairwise manner 

[30]. A person ranks which document "wins" by being easier to read than another 

document. 

Textual cohesion refers to how parts of a text relate to each other. You can 

measure how one sentence relates to the next, count connective words and sentence 

structures, among other measures [27]. Todirascu et al. [28] describe cohesion more 

formerly as "a property of text represented by explicit formal grammatical ties 

(discourse connectives) and lexical ties that signal how utterances or larger text parts 

are related to each other" [28, p. 988]. They describe several cohesion features, 

including anamorphic chains, coreference chains, lexical chains, and others. Of sixty-

five measures tested, only six were significant, and the incremental improvement over 

their baseline model was small. 

Machine learning methods have been used to improve reading level 

identification. With this approach, NLP tools are used to extract features that can be fed 

into a machine learning model, such as a Support Vector Machine, Regression, Random 

Forest, or other types of models. Crossley et al. [17] discuss extracting the features from 

documents using NLP tools to extract syntactic features and sentiment analysis, then 

using these features in regression models. Determining how to measure word 
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complexity is a big challenge in creating the features in a machine learning model. 

Gong et al. [14] discuss research to find a measure of word ambiguity that might help 

define a new measure from Wordnet. 

Additional machine learning research by Sarah E. Petersen and Mari Ostendorf 

[6] used a Support Vector Machine (SVM) model approach used on a corpus of data 

from the popular magazine, "Weekly Reader." They imagined that a teacher was 

looking for a text on the web suitable for a class. Their paper describes how they 

combined NLP methods, including n-gram language models, parsing, smoothing, to get 

features that can be used with a Support Vector Machine (SVM) model to calculate 

reading level on Weekly Reader text. They compared the results to Flesch-Kincaid and 

Lexile reading level methods to test data that was annotated by human reading level 

experts. They received a more favorable F-score with their model. The F-score 

measures a model's accuracy which is calculated using a combination of precision and 

recall, which are individual accuracy measurements. Precision is the number of correct 

positive predictions from the model divided by the total number of positive predictions, 

whether correct or not. The recall is the number of correct positive predictions divided 

by the number of correct positive predictions plus the false negatives, or the ones that 

should have been positive but were not.  

Neural Network models have also been used as another machine learning 

technique. Maddela and Xu. [12] created a lexicon of 15,000 commonly used English 

words and created a Convolutional Neural Network (CNN) model to determine the 

complexity of the words. Something similar was done by Aroyehun et al., who 

discusses comparing a CNN model to a Feature Engineering Model [10]. 

Martinc et al. [16] looked at several different approaches to the readability 

problem. Topics that were covered were traditional readability metrics, a new novel 

neural network model. For the neural network models, both supervised and 

unsupervised methods were explored. According to this paper, prior analysis of neural 

network approaches compared to the traditional measures rarely performed better than 

the traditional approach. This research made modest gains with neural networks at most 

one to two percentage points different. Specific neural networks were superior to others, 

but this depended on genre, length of the document, and language—most of the time. 

Hierarchical Attention Network performed better on longer texts, while BERT models 

performed better on shorter texts and foreign languages. This was thought to be because 

BERT has a limit on the token size. Bidirectional LSTMs were also compared and 

sometimes did a reasonable job. One unique aspect of this study was that four different 

training sets were used. These training sets had different properties. Those different 

properties included the distribution of reading levels, languages, and length of the 

documents. The distribution on some of the documents lent to a theory that if a corpus 

had a higher count of lower, middle, or higher-level documents, there was correlation 

to outcomes. 

Graph models represent data in terms of nodes and edges. There have been 

several papers written describing different learning techniques using the graph data 

structure, including one by Kipf et. al. describing a scalable graph learning method that 

overcomes the limitations of other graph methods [41]. The paper states the previous 

methods often included multistep pipelines that were difficult to optimize. Other works 

that operate directly on the graph must learn node specific weight matrices that limit 
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their ability to scale to larger data. Kipf et al. introduce simplifications to these methods 

that increase the scalability of a graph convolutional network. 

3   Methods 

This project built a model using a modern transformer method and other NLP 

techniques to predict reading levels. The model used BERT for embeddings as well as 

classical features. Traditional reading level measures were used to build features that 

would represent the complexity of a word or sentence that would indicate reading level.  

The algorithm was trained using a labeled data set. The training data was split 

into eighty percent training data and twenty percent testing. The target variable for 

training is a Bradley-Terry score. Bradley-Terry is a model where items (in this case) 

text documents are compared in a pairwise manner [30]. A person, the rater, ranks 

which one "wins" or "loses." In this problem, a document wins by being easier than 

another document. Approximately 10,000 texts were chosen and given to human raters 

to evaluate in the data gathering and preparation. The texts were given to the raters as 

pairs. The raters then chose which of the two texts was easier to read or understand and 

which one took less time [17, p. 9-10]. Using these comparisons, the Bradley-Terry 

Model estimates the probability that one text is harder than the other. The model uses 

maximum likelihood estimation to estimate a parameter for each document. The higher 

the absolute value of the score, the harder the text is to read. The model produces a 

likelihood score [17, p. 9-10]. Since it is human labeled, it will be subjective and may 

complicate the accuracy measurement.  

3.1 Training Data Visualization: 

Base training data was obtained from the Kaggle competition to improve reading 

ratability methods which CommonLit sponsored. This dataset was chosen because it 

has been classified with labels to identify the readability of the text that serves as a 

benchmark to measure new models against. For this project, the Kaggle dataset has 

been augmented by readability scores from the python readability package [33], which 

has calculated Flesch-Kincaid, Dale-Chall, Gunning Fog, and Coleman-Liau scores. 

The Gunning Fog Readability Formula is a formula that uses the number of words in a 

sentence and considers the number of words with three syllables or more. The 

Coleman–Liau index is a grade-level calculator that focuses on characters instead of 

syllables per word [34]. 
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Figure 1: Boxplot of the features in the training dataset. It displays the 

distribution of the values of these features and gives a visualization of the 

outliers. 

 

3.2 Description of BERT Model 

BERT, or Bidirectional Encoder Representations from Transformers, is a NLP 

transformer model published by Google A.I. Language. Other models often read text 

left to right, but BERT reads in an entire sequence of text at once rather than from left 

to right [18]. Transformers are a class of attention mechanisms that create context 

relationships between tokens or words in a text [18,19]. Because transformers can 

process the data in any order, parallel processing can allow for copious amounts of 

training data. The attention mechanisms are the weighted connections between the 

output nodes and the input nodes, allowing higher priority on some connections than 

others to determine what is the most relevant context of the text.  

The models have an encoder layer, shown on the left of figure 2, that maps the 

input sequence of the data and a decoder layer, shown on the right that maps the output 

sequence. 
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Figure 2. The Transformer – model architecture [18, p 3] "Attention is all you 

Need"  

 

BERT uses many different subcomponents as seen in the BERT mountain 

(Figure 3), including encoding/decoding of text to numeric representations and 

masking. Masking is a pretraining that happens where some of the words are hidden 

from the model and the model is training to predict which words are masked. This helps 

the model create language context which is useful in a wide variety of NLP tasks. 

Finally, "attention" is given to words that seem more important than others via weighted 

averages. BERT is then "fine-tuned" for other natural language tasks via transfer 

learning [43]. 
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Figure 3. Bert Mountain [43] "Survey - BERT" 

 

3.3 Graph Convolutional Network 

 

BERT does an excellent job of capturing local context, but global concepts can 

still be challenging. Graph Convolutional networks can help map global relationships 

in addition to document specific ones [40]. A graph convolutional network was 

implemented using the Spektral package, which implements the graph convolutional 

architecture described by Kipf et al. except a linear activation on the output layer [41] 

was used. The graph is structured with the documents as nodes and edges defined by 

common linguistic elements. An edge between two documents occurs when they have 

at least five elements from the following list in common. This implementation used 

binning to make matching easier between nodes.  
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• Word Count  

• Syllable Count   

• Character Count  

• Complex Word Count  

• Vocab Size  

• Lexical Diversity  

• Noun Chunks  

• Flesch Kincaid Score  

• Dale Chall Score  

• Gunning Fog Index  

• Coleman Liau Index  

• Automated Readability Index  

 

 

The graph convolutional network has two graph convolution layers, the second 

layer has a linear activation function. The model was trained on 1000 documents, using 

60/20/20 train / validation / test split. 

 

4 Results 

The dataset contains labels that are used for model training. The data was 

prepared using an 80/20 train/test split to create an unbiased accuracy metric for the 

proposed model. RMSE was the metric used to measure accuracy. The final test data 

was obtained from Dr. Scott Crossley after the close of the Kaggle competition to 

compare competition results to the results in this paper. This data was not used for 

model training.  

This problem contains continuous numeric values as the target labels. Due to the 

continuous nature of the data, a regression analysis is used to predict the Bradley-Terry 

values. RMSE is calculated comparing predicted values to the labeled actual value in 

the test data set. The difference between the predicted value is taken for each prediction. 

A summation of all the differences is made. That summation is squared and divided by 

the number of predictions. Finally, the square root of the results of the prior operations 

is taken. The RMSE is the standard way to evaluate regression models.  

There were four models evaluated. The first model was a baseline model using 

traditional readability metrics, second was a pretrained BERT model, a PyTorch model 

that combined Readability, Metrics and BERT as an ensemble method, and a Graph 

CNN model. 

The first model used several readability metrics calculated on each text and used 

as numeric features in a regression model. This was the baseline model for this 

paper.The readability metrics used were Flesch-Kincaid, Dale-Chall, Gunning Fog, and 

Coleman-Liau and Ari. In addition, pure word count and lexical diversity were also 
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used to add features to the data. The readability metrics achieved RMSE on the test data 

set of 0.66. This places a simple regression model based on classic features in the top 

two-thirds of models submitted to the competition. 

The second model attempted to use NLP to process the text excerpts in the data. 

The baseline NLP model that was chosen was "BERT." BERT has numerous 

implementations training on different text corpuses and with many different 

parameters. For this project, the "bert-base-uncased" was used. This model was trained 

on "Book Corpus" and Wikipedia entries using a Mask Model. As the name indicates, 

the model disregards whether a word is capitalized or not. For more information 

regarding the model refer to [36]. The BERT model achieved results of 0.44 for RMSE. 

This was a marginal improvement over the baseline readability metrics.  

The third model hypothesized that an ensemble of numeric features might 

achieve significantly different results. For this analysis, we used a multi-model 

transformer model that included both "bert-based-uncased" and the baseline readability 

metrics. The ensemble method achieved an RMSE value of 0.30.  This value is 

significantly smaller than the two independent models. It also is smaller than 

competition winners. Based on the RMSE, this proposed model has the best results. 

Summary metrics are shown for the models evaluated. 

The fourth model used a graph convolutional network, which achieved a 

RMSE of 0.86 on the test dataset. This model used a 50 / 50 train validation split. 

Accuracy is measured by censoring nodes during evaluation which is different than 

the data splitting using in the BERT based models. 

 

Table 1: Model Results 

 

Model Comparison RMSE 

Baseline Numeric Features Regressor 0.66 

Baseline BERT Model 0.44 

Proposed Model 0.30 

Graph Convolutional Network 0.86 

 

5   Discussion 

An automated reading level classification model can be used to quickly 

determine reading levels for many text documents. The challenge lies in determining if 

the new model is more accurate than current standards methods such as Flesch-Kincaid. 

Metrics used to measure the performance of this model were based on the RMSE of the 

model versus a target value created for data in a Kaggle competition. The target values 

were created using thousands of pairwise Bradley-Terry comparisons of text excerpts, 

rated by teachers. This causes the target values to become more subjective when 

determining the most accurate model. 
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It is difficult to compare the Flesch-Kincaid method to scores from the Bradley-

Terry method, because the Bradley-Terry method results in a ranking given by a 

probability outcome whereas the Flesch-Kincaid formula gives an actual grade level. 

Figure 4 below shows a comparison of the Flesch-Kincaid grade levels as calculated 

from the Readability Python package and the target scores from the training dataset. 

For grade levels 1-17, they trend together with the target score reducing as the Flesch-

Kincaid grade level increases, but it is not a one-to-one match on an individual scale.  

 

 
Figure 4: Target Score and Flesch-Kincaid Grade Level. The target score, 

representing Bradley-Terry Easiness, is negatively correlated with FK Grade 

Level. 

 

A big advantage of the Flesch-Kincaid model is its simplicity. It is easily 

explained using simple arithmetic to anyone who wants to understand why a piece of 

text was classified into a particular grade level. By measuring readability of a document 

based on a mathematical formula, there is no risk of subjectivity. 

In the Kaggle competition, the highest scoring models were complex ensemble 

models which were extremely computing resource intensive. This could be impractical 

if we are to create a model to be used by educators on a regular basis. The proposed 

model that combines NLP and numeric processing was able to get results slightly higher 

than the highest scoring models, with much less complexity.  
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Since this problem was presented in a competition, there were many approaches 

to this task. However, there were not a lot of varied approaches. Review of the 

competition reveals that most submissions took an approach to train ten to fifty separate 

BERT models and ensemble them to make a prediction. This resulted in a decrease in 

the RMSE scores from the baseline BERT score of 0.44 to the 0.41 range.  

There are several reasons that this method of solving the problem does not seem 

to meet the spirit of the competition. The idea behind the reason for the competition is 

to produce a solution that is usable by educators. A solution that requires the 

implementor of the resulting production model to train and maintain fifty models is not 

only wasteful from a computing perspective, but also from a human time investment 

required to maintain so many models. The solution should produce accurate results, but 

also do so simply and efficiently. The small amount of performance improvement 

achieved by ensembles is not significantly different from a simple BERT model and 

only slightly more effective than classical calculations. The difference between baseline 

mathematical scores and BERT based models may be as little as six percent.  

One area that machine learning can contribute to selecting texts for students is 

content moderation. There can be texts that are easily read by younger students, but still 

not appropriate for the age of the reader. A future addition to readability tools should 

include detection of inappropriate topics including illegal topics or language containing 

toxic, impolite, suggestive, violent, disturbing, or hateful content also should be 

excluded from material that is used for educational purposes. There are many current 

models that support this analysis of language and should be part of any tool provided 

because of this effort. 

The graph model did not achieve results comparable to the other models. The 

graph has the potential to offer more explainability using the links between similar 

documents. It is possible this model could be improved using additional hyper 

parameter tuning, architecture changes, and feature engineering.  

 

6   Ethics 
 

Automated readability measurements do not have a way of eliminating the ethnic 

or cultural bias of text. This can be a concern because reading levels can be used to 

evaluate student performance. If a text is determined to be at a certain grade level, 

students in that grade may be expected to comprehend it. Machine learning algorithms 

are trained on available text data and cannot consider cultural differences in reading 

material [42]. Text that is easy to understand for one group of people may not be as 

easy to understand for another group. A study of American and Iranian students 

determined that cultural origin of stories was a stronger factor in reading understanding 

than sentence structure and complexity [42]. If text passages written by authors from 

minority cultures are given a higher reading level than necessary, the author’s voices 

may not be heard by younger students. 

BERT models are known to have gender and ethnic bias. These models tend to 

associate words related to certain jobs and emotional intensities differently among 

genders [38]. In addition, words related to careers and activities tend to be associated 
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differently across different ethnic groups [39]. There have been studies to try and 

identify ways to mitigate this bias, but this was out of scope for reading level 

identification [38,39]. While BERT bias may not affect the reading difficulty levels 

directly, it is important to understand that this bias is known to exist. Future research 

could identify if higher reading levels were associated with text related to certain ethnic 

and gender groups and investigate if this is problematic. 

Automated readability models will not take impolite language into account. It is 

possible that language within a text passage that may be acceptable for older students 

would not be acceptable for younger students. If a model determines a reading level for 

younger readers, there still could be simple language within the passage not appropriate 

for younger readers 

Similar to the issue of impolite language, there could be topics not appropriate 

for a chosen grade level. The text may be simple to read, and classified for a younger 

grade level, but it may be related to topics to which young children are not normally 

exposed. 

Because the training data for the model involved human intervention, there could 

be additional unpredictable bias created by the selection of the teachers who 

participated in the Bradley-Terry ranking process. As time goes on, the English 

language evolves. Eventually, the training data could become stale. New participants 

may be needed. 

 

7   Conclusion 

The combination of transformers, readability scores, and linguistic measures are 

effective at measuring readability as defined by Crossley et al. [1]. Transformers 

leverage the most current NLP techniques, while readability metrics add information 

using different statistical measures, which combine to create a more accurate estimate 

of readability. Flesch-Kincaid scores still have the advantage of simplicity as these new 

methods come at the cost of significantly increased complexity. This method offers an 

additional metric of readability which contains more information than simpler methods.  

Potential next steps would be to create a front-end interface for the model that 

would make its use easier for teachers and students. If continued work on the graph 

model could bring the RMSE close to the proposed model, it may be preferred since it 

would be a more explainable model with the ability to visualize the edges of the graph. 

The models would potentially benefit from the addition of linguistic features derived 

from Wordnet or those suggested by other authors. Finally, the application of 

explainable methods to these models would help identify the specific textual elements 

of a document that contribute to its readability score. 
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