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Abstract. Smaller game studios are at a disadvantage when it comes to getting 

their product noticed by users. This study aims to provide insights on how 

recommendation engines work so that these smaller studios can have their games 

noticed on Steam. Steam is one of the largest video game distribution services 

and they have a recommendation engine which promotes games to its user base. 

This study utilized user information such as number of games played, the type of 

games, and the hours played and created recommendation engines to identify the 

qualities in the game that are driving recommendations. 

1   Introduction 

Video games as a market is expected to have explosive growth in the next 4 years.  

According to Statistica, by the end of 2023, the market is expected to reach 

US$249.60 bn. By 2028, that market cap is expected to grow to US$389.70bn.  

(Statistica, 2023). Fig 1 shows the explosive growth over the last 5 years of the game 

industry at an annual growth rate of over 9% year.   
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Fig. 1. A histogram of games released since 1995 and into the present day.  The game release 

cycle as exploded since the 2010s with a heavy skew towards the later part of the timeline.  

Fig. 2 highlights the top fifteen studios that have released games on Steam since 

2019 with their number of releases, total owners, and total ratings. Only one studio that 

is classified as “indie”, Endnight Game Studio, is in the top ten and the list only has 

four indie studios total including Re-Logic, ConcernedApe, and Klei Entertainment in 

the top fifteen.  Among those, not a single indie publisher has sold more than 

25,000,000 units whereas the top publisher, Valve, has sold 143,000,000 units alone. 

 

Fig. 2. Top 15 studios currently on Steam. 

Steam has emerged as a dominant platform for gamers, with its recommendation 

engine playing a crucial role in directing users towards potential game interests. This 

research delves into the mechanics and intricacies of constructing a recommendation 

engine, meticulously designed to consider all facets of a Steam user’s profile. The 

quantity of games owned or engaged with in specific genres by a user is a foundational 

metric, facilitating the comprehension of their gaming predilections. Such information 

proves instrumental in forecasting subsequent interests which play a pivotal role in 

which games the recommendation engine populates. An individual’s cumulative 

playtime stands as an incontrovertible testament to a game’s staying power and the 

depth of user engagement. Directing attention to this metric ensures the 

recommendation engine acknowledges and integrates the fervor users display for 

specific game categories or titles.  

Beyond the dimension of gameplay, users articulate their sentiments pertaining to 

games via reviews. A meticulous analysis of the linguistic components and overarching 

sentiments contained within these reviews can shed light on the intricate faces of user 

contentment or dissatisfaction. This analysis can also be applied to time played and 

using sentiment analysis on the review itself to determine the legitimacy of said review. 
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A review with only a handful of hours played will not be as useful as a review with 

hundreds of hours played. In the same vein of analysis, a review that only critiques or 

compliments a small fraction of the game will not be as valuable as a review that goes 

into the specific mechanics or aspects that are positive or negative.  

Despite the undeniable prowess of Steam's existing recommendation engine, it is 

characterized by discernable biases. The prevailing algorithm favors a discernable 

inclination towards large and already popular studios and widely acclaimed titles. 

Consequently, this tends to overshadow contributions from smaller studios or 

independent developers, thereby diminishing their presence and visibility on the 

platform. While such a strategy proves effective in mitigating the prevalence of  
“shovelware”, or games known more for their volume than virtue – it also raises 

concerns. There is potential risk of inadvertently curtailing exposure for high-caliber 

content originating from entities that lack the larger backing or marketing budget which 

is typical for more mainstream studios and titles.  

The importance of recommendations systems is not solely a feature of the gaming 

market. Across diverse sectors, from digital literature to movie streaming platforms, 

personalized recommendations exert a profound impact on product uptake. A well-

structured recommendation infrastructure not only augments product prominence but 

also refines the overarching user interaction. Personalized consumer experiences have 

the potential to uplift sales figures by an estimated 20%. An overwhelming majority, 

approximately 80% of consumers, demonstrate a preference for e-commerce platforms 

that offer customized and personalized recommendation experiences (Sahin 2023). In 

the gaming sector, enthusiasts are inclined to write comprehensive and extended 

reviews for titles they harbor deep-rooted affinities for and into which they have 

invested considerable resources, whether it is time, money, or both. In fact, 

comprehensive reviews are often an outcome of elevated game acquisition costs (Lin, 

Bezemer, Zou, Hassan 2019).  

March 2020 marked a significant juncture with Valve introducing a re-envisioned 

Interactive Recommendation engine. Using a foundation built on a robust machine 

learning infrastructure, the system gleans insights from the playtime trajectories of a 

vast user base on Steam. Rather than using a traditional tagging system, the emphasis 

is instead focused on player behavior and established patterns, forming the foundation 

for game recommendations. This new system still shares the same pitfalls as its 

predecessor, particularly a bias towards games with substantial marketing or 

widespread recognition (Robertson 2019). Notably, this overhaul appeared, to a 

significant extent, as a redressal to apprehensions voiced by smaller studios, who felt 

marginalized during major steam promotional periods like the Steam Summer Sale 

(Grayson 2019). 

Given the current situation and identified gaps, this research paper hopes to answer 

a simple question: How do large studios get their games recommended on Steam over 

smaller studios?  

 

2   Literature Review 
 

The Literature Review focuses on three areas: Analysis of Game Reviews, NLP and 

sentiment analysis methods used on reviews, and matrix factorization.  
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2.1 Analysis of Game Reviews 

 

Game reviews hold valuable information that can help decipher why a game was 

liked or disliked by a reviewer (Lin et al. 2019). Prior work analyzing words in reviews 

yielded associations between negative reviews after many playing hours and bad 

patches as well as negative reviews with few playing hours and severe bugs or bad game 

design (Lin et al. 2019). An analysis of player behavior concluded that gamers have 

little patience when it comes to faulty servers (Chambers et al. 2005), further supporting 

the previous association between short play hours and bad game design. One 

contributing factor for effectively addressing bad game designs are the type of update 

strategies that the developers use, of which updates that happen less than weeks apart 

from one another tend to have more back-to-back updates (Lin, Bezemer, Hassan 2017). 

Another finding was that negative reviews are usually posted with less than half of the 

playing time than those of positive reviews (Lin et al. 2019). Lastly, it would seem like 

price affects the user’s willingness to rate the game differently depending on the tags 

(Toy et al. 2023) 

An analysis of the reviews of games, considering the genre, yielded the results that 

game reviews vary in length and playtime when reviewed depending on the genre of 

the game (Guzsvinecz et al. 2023). Another observation was that positive reviews were 

more prevalent during Early-Release windows so during these times someone can 

expect the reviews to have positive language (Lin et al. 2018). Building 

recommendation systems while considering genres allow for recommendations to be 

better aligned with user’s interests (Andersson, J 2022). One can still create simple 

recommendation systems without knowing the genre and only using data regarding 

what games the target user is playing (R.R 2021). 

 

2.2 NLP 

While previous game review analysis provides trends to look out for when scrapping 

Steam reviews, deeper dives into the reviews can be done with NLP and Sentiment 

Analysis for better recommendations just like Gameopedia has been doing with their 

sentiment analysis tool (Karthikeyan, K. 2021). Another way that NLP methods have 

been used are to identify nouns in reviews and pair them with adjectives to identify 

patterns in reviews (Zhu et al. 2015).  The analysis of game reviews also used sentiment 

analysis with classification of words being done in accordance with the NRC Emotion 

Lexicon which is a list of English words and their association with sentiment and found 

that the intensity of like and dislike in the reviews varied depending on the genre 

(Guzsvinecz et al. 2023). Reviews were portioned into equal lengths and sentiment per 

portion was taken to analyze how sentiment differed from starting a review to ending it 

(Guzsvinecz et al. 2023). Incorporating sentiment of reviews when making 

recommendations improves the recommendation accuracy (Roy et al. 2021).  

One thing to consider when analyzing sentiment in reviews is that some reviews may 

be fake reviews, luckily there exist ways to identify fake reviews and fake reviewers 

which can be used to deduce legitimate reviews (Liu, B 2012). Sentiment polarity 

categorization, scoring a word from extremely negative to incredibly positive, is an 

issue that comes with sentiment analysis but a study on Amazon reviews proposed a 

4

SMU Data Science Review, Vol. 8 [], No. 1, Art. 4

https://scholar.smu.edu/datasciencereview/vol8/iss1/4



three-phase process that helped researchers yield successful results for sentence and 

review-level sentiment analysis (Fang et al. 2015).  

 

2.3 Collaborative Filtering and Matrix Factorization 

 

Collaborative filtering (CF) is a foundational technique employed by large-scale 

recommendation systems. CF analyzes engagement data, such as user reviews and item 

popularity through positive feedback, to connect patterns between users. This analysis 

helps in the construction of predictive models that suggest items in which a particular 

user has liked in the past. The process involves two primary methods: neighborhood 

approaches, which focus on direct interactions between users and items, and matrix 

factorization techniques, akin to principal component analysis, which reduce data 

complexity by inferring latent factors that describe user and item interactions (Batra et 

al. 2023). However, CF is susceptible to certain biases; items with higher engagement 

levels often gain disproportionate visibility, potentially overshadowing less popular 

options. This popularity bias can initiate a feedback loop, where popular items are 

moved towards the top of a recommendation queue. Additionally, as the system scales 

up to accommodate more users and items, the complexity of these relationships 

increases, challenging the scalability of the model. For a deeper technical exploration 

of collaborative filtering, including matrix factorization, readers are directed to 

additional resources such as the Real Python tutorial on collaborative filtering (Ajisaria 

2021) and relevant academic literature. This background can enhance understanding of 

the data inputs and outputs integral to CF, providing clearer insights into its operational 

mechanics. 

To overcome these limitations, companies often use a technique called Matrix 

Factorization. The streaming giant Netflix employs this algorithm as do other major 

companies such as Amazon and Spotify. Matrix factorization is effective in 

recommendation systems because of many reasons. One of the major reasons for 

choosing matrix factorization is its ability to identify latent factors.  A latent factor is a 

variable that can only be observed through mathematical means rather than purely 

observing the data.  This is important because the algorithm can detect correlations that 

might go unnoticed which will build an even more robust user-item interaction. Matrix 

factorization also handles the issue with sparse data by “filling in” the missing 

correlations with these latent factors. This provides a robust system of recommendation 

based on user preferences. Matrix factorization is also scalable by using systems such 

as ALS (alternating least squares) which can be run in parallel across multiple 

environments which can optimize the output.  

 

 

3   Methods 

 

We will be using previous work that has been done in the recommendation engine 

systems, notably the work of Dr Julian McAuley from the University of California, San 

Diego (Wan, McAuley 2018).  We will also be using the Steam API in order to get user 

and game information. 
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The data for this study is sourced from two different APIs as data for users and games 

are accessible via one single API. The Steamworks Web API contains requests used to 

get the list of games along with their special keys, get information about how many 

games a player owns and how often they play those games, and a list of which games 

have been recently played. The steam recommendation API contains a request that gets 

the data for the reviews 

Tags for the games are extracted manually by using requests.get and BeautifulSoup 

to scrape a page in the Steam documentation website. Further data cleaning is done to 

results from page so that we can extract the tags for the genre and sub-genre category 

only. The json.loads method will be used when calling both APIs. 

Before either of the APIs can be used, Steam requires that a Steam account be created 

and that a Steam Web API Key be generated. Steam accounts have unique steam IDs 

which link reviews to users and, if user is visible, allows for the Steamworks API to 

extract information on the user’s gaming tendencies. 

The first API action to be done is to extract the names of the games as well as their 

game ID which is saved as appid. These are extracted via the Steamworks API’s 

ISteamApps Interface using the GetAppList method, no additional parameters need to 

be included. The results of the query will be saved on a Nx2 table so that the names of 

the games can later be associated via a secondary key to any future table. From here the 

webpage for the games will need to be scrapped for the tags as no API has this 

information. Tags from the genre and sub-genre category will be compared and only 

those tags will be kept. 

The second thing that needs to be done with the APIs is to extract the reviews from 

the games. Games are queried with the getreviews method by feeding it the appid and 

the language parameter so that only English reviews are returned. The call returns the 

number of reviews, the user’s steamid, the time played at the time of the review, when 

the review was created, if the review was during Early Access, the review itself, and 

many other fields that will be taken into consideration when evaluating the validity of 

the reviews. All games extracted from the previous API calls will be looked up and only 

the games with more than 100 reviews will be kept for analysis. From these games, 

only users who have a num_games_owned greater than 0 will be looked at since a 0 in 

this field indicates that though we can see their review, we do not have access to their 

library, and these are not users who we want to incorporate into our Matrix 

Factorization. 

Now that the game reviews, game tags, and users with public libraries have been 

extracted, the user’s library information can be queried. Using the IPlayerService 

Interface’s GetOwnedGames method, the games for a user can be pulled by providing 

the user’s unique steamid which was pulled from the reviews. This returns the total 

gametime for a game, the time played during the last two weeks, as well as the last time 

a game was played, and it includes the steam_appid. The information for the last time 

played is returned in Epoch format and must be converted into datetime to make sense 

of it and playtime is converted from minutes to hours to be more concise. 

The query for the reviews disregards off-topic reviews and returns a score for the 

review based on usefulness which can be used to identify how thoughtful their reviews 

are. Intensity of the reviews will be analyzed via sentiment analysis to further give 

weight to them. Statistical methods will be implemented to the reviews to make sure 

that they have statistical significance after determining what distribution the reviews 
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follow as to meet the assumptions of the many models that can be used (Dror et. al 

2020).  

In the development of our recommendation systems, both user-based and item-based 

approaches were employed using data accessed via an API. Specifically, for the item-

based system, the "Engagement Factor" was determined by the total time users spent 

playing the games, while the "Popularity Factor" was based on the number of positive 

ratings each game received. This data was organized into a structured dense matrix, 

wherein the rows represented individual games and the columns encapsulated these key 

metrics, alongside total downloads which aided in category differentiation and 

clustering. This matrix format facilitates the application of Euclidean distance 

measurements to identify and group games with similar attributes based on their 

engagement and popularity. In essence, this matrix is not merely a collection of raw 

data but a transformed entity that serves as a similarity matrix, enabling the efficient 

clustering of games sharing comparable characteristics. This approach underscores the 

nuanced interplay between different types of data in our system and highlights the 

methodological rigor in segmenting and analyzing game attributes. 

Similarly, the user-based system leveraged Engagement and Popularity latent factors 

which were derived from individual user behaviors. Instead of using overall playtime 

and reviews, this system analyzed over 800 users’ Steam libraries and focused only on 

their own respective playtimes along with the total number of positive ratings each 

game received. This detailed analysis helped us discover the latent factors that served 

as key patterns and preferences in individuals’ gaming preferences and enabled us to 

create a predictive model. Specifically, we used a model that employs singular value 

decomposition (SVD), a matrix factorization technique that decomposes data into 

singular vectors and values. This method effectively identifies and quantifies the 

underlying structures in user-game interactions and builds a prediction based on these 

factors. We then use the predicted playtime that the model outputs to create a robust 

recommendation system. This predictive approach used the strengths of matrix 

factorization to offer personalized game recommendations, enhancing user engagement 

by custom-fitting suggestions to an individual's preferences and gaming habits.  

4   Results 

Though we limited the scope of the games being queried to games that had more 

than 100 reviews, the engagement that these games have vary vastly. Figure 3 below 

highlights the fact that though we made a deliberate choice to choose games that were 

getting feedback from users, the magnitude of it is not uniform. 
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Fig. 3. Though appids have more than 100 reviews, the actual number of reviews varies. 

The games in Steam are tagged with top-level genre, genre, sub-genre, and many 

more diverse types of tags. Figure 4 below shows 10 of the top-level genre tags, many 

of which were the tags present in the item matrix created to give out item-based 

recommendations. 

 

Fig. 4. 10 of the 423 possible tags a game could have 

The SteamAPI allows users to investigate a Steam user’s library and see which 

games they are playing and how much, but only if they share that information publicly. 

Figure 5 shows that the playtime for a game can be pulled from a user’s library by 

providing the game of interest. This game to playtime pipeline was used to get the total 

playtime that a game had across the sample of users that had their Steam library’s 

queried via the SteamAPI as part of this study. 
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Fig. 5. This figure shows the output in R of the results we get when querying a specific appid, 

we can get all the above user information with relationship to a game that they own. 

The group of interest for this study was users who had a decent number of games 

and playtime. Figure 6 shows what a distribution of games and playtime that they could 

have. Though Figure 5 above shows that the number of games a user has is provided 

by a request of the SteamAPI, this field was disregarded as games with 0 playtime were 

still being counted towards their number of games. 
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Fig. 6. This figure shows that we can find users who have public profiles and a sizable number 

of games played as well as a good amount of time spent playing those games. These are the 

users we want to target. 

 

Fig. 7. This figure shows the two latent factors, engagement factor and popularity content, that 

10

SMU Data Science Review, Vol. 8 [], No. 1, Art. 4

https://scholar.smu.edu/datasciencereview/vol8/iss1/4



were derived after performing matrix factorization on the item-matrix that contained game 

information. Every dot is a game, and the dots are color-coded based on which cluster of 

Ownership Size it falls under to help visualize how similar games with the same number of 

downloads are. By using the values of the latent factors, distances can be derived between any 

game 

 

From the games shown in Figure 7, ’Counter-Strike’ was used as a baseline and the 

5 closest games to it were derived. Table 1 below shows the games that had the lowest 

Euclidian Distance to ‘Counter-Strike’ and what that distance is. Given that the 

playtime and number of positive ratings were the latent factors, these recommendations 

are driven by user interaction as opposed to item-similarity, especially since its sequel, 

‘Counter-Strike 2’, is not a recommendation. 

 

Table 1. This table shows the 5 games wit the lowest Euclidean Distance from ‘Counter-

Strike’. The Euclidean Distance was derived using Engagement Factor and Popularity Content 

values from Figure F as inputs. 

appid name Distance 

400 Portal .002737 

320 Half-Life 2: 

Deathmatch 

.018651 

620 Portal 2 .033383 

108600 Project Zomboid .057210 

272060 Serena .115725 

 

 

 

While the previous recommendations, the item-based recommendations, were 

derived by taking a game’s data and comparing it to other games based on how similar 

game’s total playtime and positive ratings were, the user-based recommendations 

leverage user data to give predictions. A user-item matrix is created based on user 

playtime statistics. Every row in the matrix is a specific user and every column in the 

matrix is a specific game. The entries in the matrix are that user’s total playtime for a 

game. The result of performing matrix factorization on this is two new matrices, one 

which holds the latent factors for the user and another that holds the latent factors for 

the games. These matrices were used to generate the predicted playtime for games that 

a user had not played. Using the user specific predicted playtimes that the SVD helped 

derive and the positive ratings for a game, users were given catered recommendations. 

Table 2 and Table 3 show Heart of Iron IV as a recommendation but the actual predicted 

playtime for it varies because the user playtime statistics differ. It is evident that a 

game’s popularity is driving recommendations as most games that are being 

recommended were either critically acclaimed at one point or have an active player 
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base, but the games here have varying popularity as opposed to the ones from the 

previous model. 

 
Table 2. This table shows the recommended games, indicated by the appid, that user ####6393 

received. These recommendations were heavily influenced by how much a game was played 

and how positive the ratings for said game were. A notable observation is that the game in row 

2 has fewer positive ratings and more predicted playtime than the games in row 1 and row 3.

 

 

Table 3. This table shows the recommended games, indicated by the appid, that user ####1332 

received. Comparing this to Table 2, the game with appid 394360 is seen in both but the 

predicted playtime and rank of the recommendation vary between us

 

 
 

5   Discussion 
 

The analysis explores the effectiveness of a recommendation system compared to 

Steam's existing mechanisms, focusing on the representation of indie studios. It raises 

the question of whether companies featured on Steam should utilize public information 

to target potential customers, weighing the risks and benefits of such strategies. The 

study also highlights unique findings and challenges encountered, particularly the 

computational difficulties in processing Steam's extensive game catalog and user 

reviews. With almost 200,000 games and some having over 100,000 reviews, the task 

was daunting and time-consuming. 
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A deliberate decision was made to exclude users with limited game libraries or 

playtime, acknowledging that this choice omits a segment of the Steam population. The 

study faced limitations in data querying, especially with the Steam API's restriction of 

displaying only 100 reviews at a time, necessitating multiple requests. The 

methodology involved using a relatively small sample size—860 games and 1,000 

users’ library information—deemed sufficient for understanding and developing the 

recommendation engine despite its minor representation of the vast Steam ecosystem. 

The focus was primarily on users with extensive playtime and large game 

collections, specifically filtering for games with 100 or more reviews to exclude niche 

or downloadable content only games. This approach ensured the study concentrated on 

games within the indie category rather than a broader, less defined game set. The 

limitations extend to the consideration of only games with numerous reviews, 

inadvertently excluding new releases and requiring manual efforts to gather game tags 

due to API constraints. Additionally, only English language reviews were analyzed, 

resulting in a significant data exclusion. 

 

5.1   Ethics 

 

From an ethical standpoint, the study aims to support indie studios overshadowed by 

larger entities by and maintains user privacy through partial omission of Steam IDs. 

This measure respects user privacy while acknowledging the public availability of such 

data. There are many ethical concerns with being able to identify users that may be 

drawn to a product. 

As shown with the item-based recommendation which was created from the matrix 

factorization of the game information of 19 features were broken down into latent 

factors, items can be used to recommend other items, so by using different inputs one 

could easily use users to recommend other users. The information available via the 

Steam API allows companies the chance to find users that have not touched their 

product and find their Steam pages. Companies can easily find the users that they have 

provided the most profit to them, be it through seeing how much they’ve spent on 

microtransactions or how many games of theirs they have purchased. Once these users 

have been identified, they could have their libraries queried to create a user-item matrix 

that would later be factorized. From here all that would need to be done would be for 

the companies to sample random user’s libraries in a similar fashion to find out which 

users who have not purchased their product are most like the users who are generating 

much revenue for their product. As of now, there does not appear to be any indicator 

that Steam allows companies to directly promote their product to specific users but if 

that feature is ever added then it would easily be exploited through the method 

explained above. 

 

5.2   Future Research Opportunities 

 

Though videogames are a good way to pass the time, using the amount of time that 

someone would spend playing a videogame to recommend a game to them could be 

detrimental. Say the predicted playtime for a user is 18 hours a day for a game that they 

do not own. If a recommendation of said game is given to the user and they happen to 
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abide by the predicted behavior, then that is unethical to do. The deliberate 

recommendation of a pass time that would consume most of someone’s day with the 

sole aim of company revenue is purely greed. Users should be recommended items with 

some limitation of predicted playtime to not have negative impact on their productivity 

or their ability to conduct other standard daily routines such as eating, sleeping, and 

showering. 

Future research directions include expanding the dataset to encompass games with 

few or no reviews, unreleased titles, and leveraging information from reviews more 

comprehensively, such as timing and content update item 

 

 

6   Conclusion 
 

In our analysis, we observed that the Popularity latent factor was more heavily 

weighted compared to the Engagement factor in both the item-based and user-based 

recommendation systems. This trend underscores a notable challenge in large-scale 

matrix factorization recommendation systems, where games that are made by studios 

with higher marketing budgets and higher visibility tend to be favored. This bias puts 

smaller and independent studios at a disadvantage because their games may become 

overshadowed by the larger studios and may not even be featured in the store front.  

The lower visibility will in turn lead to lower sales and will drive the demand further 

down.  

However, this analysis also presents a potential strategic opportunity for these 

smaller studios.  By understanding the mechanics and makeup of how Steam’s 

recommendation system works where popularity highly influences game sales and 

recommendations, developers and marketing teams can target strategies and broader 

outreach efforts to improve their visibility.  Tactics such as social media outreach, 

engagement with prominent streamers and other video game influencers, or increasing 

their social footprint can boost their engagement and help the studios focus their efforts 

on the right areas. By using these tactics, they can potentially work around the 

recommendation algorithms and help level the playing field.  
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