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REVOLUTIONIZING JUSTICE:
UNLEASHING THE POWER
OF ARTIFICIAL INTELLIGENCE

Samuel D. Hodge, Jr.*

“There is no reason and no way that a human mind can keep up
with an artificial intelligence machine by 2035.” –Gray Scott

ABSTRACT

The practice of law is changing, and most lawyers are unprepared for this
metamorphosis. This statement is not an exaggeration but the acknowledg-
ment that artificial intelligence (“AI”) has altered the way lawyers do business.
Instead of having a “battle of forms,” attorneys will now be confronted with
the “battle of computers.” Linking artificial intelligence and the law, however,
is a natural progression. Both operate in similar fashions: each examines and
applies “historical examples in order to infer rules to apply to new situations.”

While many attorneys are unsure how to integrate this new technology
into their practices, they already use some form of AI without knowing it.
Conducting a Google search for opposing counsel or experts are examples
of the use of artificial intelligence. The same is true for using Westlaw or
Lexis to retrieve a case on a particular point of law. Similarly, accessing a
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court’s website to look up a docket requires the use of computer learning. 6 These examples are simple applications, but artificial intelligence continues to evolve. 7 New uses allow attorneys to employ AI to write contracts and to use natural language to obtain answers about a point of law. 8 This evolution makes it essential for attorneys to ascertain what data is obtainable and how to utilize that material in representing a client. 9

This article will provide a primer on how AI transforms the legal arena. Following an explanation of how the technology operates, various examples will be provided on how machine learning can benefit attorneys, from contract drafting to improving client relations. 10 The ethical and legal issues presented by AI will also be explored.

I. INTRODUCTION

Research by the Pew Foundation recently concluded that more than half of the adults surveyed think robots and computers will take over their jobs within the next several decades; attorneys are among those who share this belief. 11 However, one must be mindful that data is growing exponentially, and alternative methods of harnessing it must be found, especially since this enormous volume of material may contain helpful information. 12 Those who are tasked with sifting through data are also subject to the influences of “monotony, boredom, and frustration as they review and analyze the materials.” 13 Couple these problems with the need for quickness to satisfy the requirements of litigation, the courts, and clients, the risk of making a mistake becomes readily apparent. 14

In this context, the use of law-related technology offers a viable solution. Artificial intelligence and machine learning applications will not usurp
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“what lawyers do so much as enable them to be more efficient and better leverage their expertise.”\footnote{15} Therefore, AI has the potential to become a fixture in the rendering of legal services.\footnote{16}

II. ARTIFICIAL INTELLIGENCE

Artificial intelligence is destined to change the way law is practiced. Still, it is hard to predict where computerization and analytics software will have the most influence and how quickly its use will be implemented in the legal arena.\footnote{17} The technology is destined to enhance or replace certain characteristics of the practice of law. Logic would suggest that this process will begin by machine learning performing the monotonous tasks that are customary in some areas of practice, thereby permitting attorneys to concentrate on “higher level analytical work.”\footnote{18}

A. The Differences Between Machine Learning and Artificial Intelligence

As a precursor to examining its applications, one must ascertain the difference between AI and machine learning.\footnote{19} Artificial intelligence has been defined in many ways. A Google search will yield over 1,670,000,000 references to the term.\footnote{20} Alan Turing, the father of computer sciences, noted in the 1950s that it references “systems that act like humans.”\footnote{21} A more recent definition refers to it as “the science and engineering of making intelligent machines, especially intelligent computer programs. It is related to the similar task of using computers to understand human intelligence, but AI does not have to

\begin{itemize}
  \item \textit{Id.}
  \item \textit{Id.}
  \item This number is derived from a search by the author of the term “artificial intelligence” in a Google search on May 10, 2023.
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confine itself to methods that are biologically observable.” 22 In other words, the term refers to computers that think. 23 On the other hand, machine learning (“ML”) is a form of AI and computer science that deals with the employment of data and algorithms to mimic the way humans learn without specific direction. 24 One might say that ML is the use of statistical models to examine and form deductions from configurations in the data. 25

It must be noted that AI is more encompassing than ML. It can duplicate more multifaceted assignments than those traditionally performed by people, including visual observation, voice recognition, “decision-making, and translation between languages.” 26 In other words, the computer can replicate individual-like actions, a task that ML cannot accomplish. 27 This difference makes it improper to use the terms interchangeably, even though it is done all the time. 28

A uniform definition of AI does not exist, but specific characteristics of the tool can help better distinguish whether a particular technology has AI qualities. 29 Artificial intelligence infers that the technology employs instruments that involve a human-like thought process or logic that can produce innovative concepts. 30 These attributes exceed the competency of current AI applications. 31 Instead, it is better to discuss AI abilities as involving computers examining sizable data arrangements and recognizing arrays or other features in the information. 32 Instances of this technology in everyday use include
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unlocking an iPhone with facial recognition software, performing a Google search, self-driving cars, and language translation.\footnote{33}

\section*{B. The History of the Technology}

Technology first became available to lawyers in the early 1950s when dictating machines were used to transcribe an attorney’s thoughts.\footnote{34} In the early 1970s, Bruce Buchanan and Thomas Headrick authored the article \textit{Some Speculation About Artificial Intelligence and Legal Reasoning}.\footnote{35} At that time, there was very little integration of computer applications in the practice of law. However, the authors predicted that computer science could help counsel in the implementation of their practices.\footnote{36} They postulated that a legal research tool could be developed that might complete many customary tasks.\footnote{37} This included software that could retrieve legislation, court opinions, case synopsis, and other data, answer queries about that material, and converse with attorneys in a natural manner.\footnote{38}

The authors’ prediction came true that decade when the way to conduct legal research changed dramatically. LexisNexis and Westlaw came into being and assembled their vast databases of legal data, creating algorithms that could search for legal documents and offer retrieval access through dial-up or hard-wired terminals.\footnote{39} Their “keyword” searches using natural language allows a computer to digitally scan large databases for relevant material in a fraction of the time that a manual search of a library’s bookshelves would take.\footnote{40}

In the 1990s, another formative article was published that defined AI as “the study of cognitive processes using the conceptual frameworks and tools...”\footnote{33}
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of computer science.”41 The projected goal of this research was to link AI with a program that would articulate arguments and descriptions and incorporate alterations in the base of legal knowledge.42 It was also at this point that the first online electronic filing system was made available, eradicating the need to file documents in person.43

Interest in the link between AI and the law waned in 200044 because of the fear that the turn of the century would generate software and hardware malfunctions.45 However, time-tracking and billing software became available, eradicating the tiresome procedure of computing billable hours by hand.46 Five years later, the term “big data” was coined to reference large volumes of material that AI could now organize.47

The 2007 recession became a significant impetus for lawyers to investigate the use of AI in the legal arena.48 The recession caused firm services to stagnate, and there was an accompanying decline in attorney productivity, leading to reduced profits.49 There was also a decrease in enrollments in law schools, making the job market exceptionally competitive.50 These factors caused law firms to utilize technology “to either automate or semi-automate tasks previously performed by teams of lawyers.”51 For instance, a number of attorneys and law firms started to employ technology with greater frequency to perform legal research, e-discovery, and contract analysis.52

The use of AI by law firms had a significant uptick in 2010.53 Custom apps were developed to track an attorney’s time and create invoicing and
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billing records.\textsuperscript{54} Apps for document scanning and securing the storage of documents also emerged.\textsuperscript{55} The major development, however, was the creation of chatbots or customer service applications.\textsuperscript{56} A chatbot is a computerization device that helps navigate websites, locate data, and link-up with business representatives.\textsuperscript{57} This development allowed firms to create websites that offered automated services for existing and potential clients, and others who accessed their site.\textsuperscript{58} These chatbots were able to answer rudimentary legal queries, offer case updates, secure contact data, schedule appointments, and offer the ability to speak with a lawyer.\textsuperscript{59}

In 2014, three law school professors developed an algorithm to predict the outcome of matters before the United States Supreme Court.\textsuperscript{60} Their accuracy rate was pegged at 70 percent involving 7,700 decisions over a sixty year period.\textsuperscript{61} One year later, an entrepreneur released the computer application DoNotPay to fight traffic tickets with a claimed success rate of sixty-four percent.\textsuperscript{62} This vendor then coined the term “Robot Lawyer” to describe his computer application.\textsuperscript{63} The business subsequently expanded its offerings to provide such things as petitions for flight delay compensation, annul marriages, and to draft demand letters for overdue bills.\textsuperscript{64}

November 30, 2022, saw the introduction of ChatGPT, a tool that some say represents a sea change involving artificial intelligence and the practice of law.\textsuperscript{65}

\textsuperscript{54} Becerra, \textit{supra} note 41, at 7.
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This artificial language model, created by OpenAI, provides human-like responses to natural language questions. ChatGPT is revolutionary because it can understand and answer a vast array of queries, and offer almost-immediate replies, including the ability to create documents.

What makes the product unique is that it can field open-ended questions and generate responses without the need for attorneys to conduct research. Basically, the system digests the user’s prompt and then provides a litany of words that it believes will best respond to the inquiry, premised upon the data it was trained on. ChatGPT works because its database incorporates books, articles, and other documents spanning a multitude of subjects, styles, and categories—and a vast amount of materials available from the internet. “Basically, it was allowed to crunch through the sum total of human knowledge.”

Various vendors offer this product with different features and pricing. OpenAI provides a flexible pricing model depending upon a customer’s use. The vendor offers $5 in free credit that can be utilized during the first three months of experimentation, and a customer is only charged for the resources used after that.

Chatbots also continue to evolve. For instance, Microsoft’s BingChat uses a more sophisticated adaptation of ChatGPT that was released in
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February 2023. In addition to responding to queries, it can undertake a varied assortment of tasks, such as authoring poems, narratives, and codes, examining data, playing games, and everything else a digital assistant can accomplish.

In an interesting development to test the system’s prowess, a law professor put BingChat through its paces by asking it fifteen difficult questions dealing with legal ethics. The chatbot answered twelve questions correctly with exceptional analysis. The incorrect responses were still done with sophistication. The professor rated the performance on the level of a B/B+ law student, with answers he predicted would improve with time. At present, this application may only be accessed through Microsoft Edge or the Bing mobile app.

Some of the major players in the development of AI include OpenAI, Microsoft, Google, and Meta. However, new products continue to flood the market as businesses create and incorporate AI and massive language model technologies into their offerings with the potential to transform the way legal professionals work.

III. USE OF ARTIFICIAL INTELLIGENCE IN THE LEGAL ARENA

It is estimated that about forty-four percent of legal tasks can be easily automated by AI, making lawyers much more productive and cost-efficient. Nevertheless, a survey by Thomson Reuters revealed that AI or ChatGPT for law firm use is infrequent; merely three percent of respondents reported its utilization in their offices while another thirty-three percent contemplate
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its employment.84 Surprisingly, sixty percent noted that their firms currently have no interest in using generative AI.85 These skeptics enunciated apprehension about the system’s accuracy and security, with concerns over how privacy and client confidentiality issues will be tackled.86

Despite these reservations, the recent interest in generative AI has soared primarily because of the publicity surrounding ChatGPT and its potential applications.87 Reuters reported that OpenAI users had reached 100 million monthly customers just two months after its launch, making it “the fastest consumer application in history.”88 It is little wonder that predictions are surfacing that this new technology, with its human-like language abilities, could perform much of the legal work in the future.89

As a caveat, the technology’s uses in the legal arena do not alter the tasks of lawyers but allow them to be more productive and better leverage their specialized knowledge.90 In other words, attorneys are increasingly providing legal advice from “technologically and process-driven business models – not law firms – that are faster, cheaper, and better.”91 It is predicted that law offices that do not take advantage of this changing tide will be unable to remain competitive, losing clients and damaging their capacity to entice and keep talent.92 This dire prediction is premised upon the fact that lawyers are wordsmiths and the new technology can understand words and produce texts in seconds.93

85. Id.
86. Id. at 5.
87. Id. at 6.
90. Cohen, supra note 11.
91. Id.
93. Lohr, supra note 89.
IV. THE BENEFITS OF USING THE TECHNOLOGY

“Artificial intelligence offers numerous advantages in the practice of law, revolutionizing the way legal professionals work and enhancing their capabilities. Here are several compelling reasons to use AI in the legal arena:

A. Increased Efficiency

AI can automate routine and time-consuming tasks, such as legal research, document review, and contract analysis. By leveraging AI-powered tools, legal professionals can complete these tasks faster and with greater accuracy, allowing them to focus on more complex and strategic aspects of their work. This leads to increased efficiency and productivity within law firms and legal departments.

B. Enhanced Legal Research

AI-powered algorithms can sift through vast amounts of legal data, including case law, statutes, regulations, and legal opinions, in a fraction of the time it would take a human researcher. As a result, AI-based legal research tools can provide comprehensive and up-to-date information, helping lawyers find relevant precedents, assess legal arguments, and strengthen their case strategies.

Westlaw and Lexis/Nexis have been the torchbearers involving legal research for years. However, new players can offer even more advanced research platforms.94 One such company is Ross Intelligence founded in 2018. The company advertises itself as “the world’s first artificially intelligent attorney.”95 The system is built around IBM’s cognitive computer Watson, and was empowered to read and comprehend natural language, suggest hypotheses when questioned, research, and then create answers that include references and citation to support its findings.96 The platform also develops from use, gaining faster and acquiring information the more it is used.97


96. Id.

97. Id.
copyright infringement and interference with a contract, and may have ceased operations as its fights the claim.98

C. Improved Document Review

Reviewing and analyzing documents is a critical part of legal practice. AI technologies, such as natural language processing (NLP) and machine learning, can automate the review process, quickly identifying relevant information, potential risks, and anomalies within contracts, agreements, and legal documents. This accelerates due diligence, reduces errors, and ensures greater consistency in legal document analysis.

D. Advanced Predictive Analytics

AI algorithms can analyze large datasets and identify patterns that may not be apparent to human analysts. In the legal field, this enables lawyers to make data-driven predictions about case outcomes, assess litigation risks, and provide more accurate legal advice to clients. AI can also help identify trends in judicial decisions, aiding in developing persuasive legal arguments and strategies.

E. Cost Savings

Automating and streamlining various legal processes through AI can result in significant cost savings for law firms and clients. By reducing the time spent on labor-intensive tasks, AI enables legal professionals to handle more cases efficiently. Moreover, AI can contribute to minimizing human error and preventing costly mistakes in legal research, contract drafting, or compliance, thus avoiding potential legal disputes and associated expenses.

F. Enhanced Decision-Making

AI technology can assist legal professionals in making well-informed decisions by providing comprehensive data, insights, and analysis. AI-powered tools can quickly identify legal information, uncover hidden relationships, and offer alternative legal strategies. By augmenting human judgment with AI-based recommendations, lawyers can make more informed decisions, ultimately leading to better client outcomes.

G. Improved Access to Justice

AI has the potential to democratize access to legal services by making them more affordable and accessible. Virtual legal assistants and chatbots can provide basic legal guidance, answer common legal questions, and direct individuals to relevant resources. AI-powered tools can also help automate legal processes for pro bono work, public interest organizations, and legal aid clinics, allowing them to serve more clients effectively.

It is important to note that while AI offers numerous benefits in the legal field, it should not replace human legal professionals. Rather, AI should be seen as a powerful tool that compliments and augments their skills and expertise, enabling them to deliver more efficient and effective legal services.\(^9\)

The author has a confession to make. After spending two days researching and writing about the benefits of using artificial intelligence in the legal profession, the author asked ChatGPT to explain why AI benefits attorneys. The software wrote the above explanation in seconds. While it is not a perfect response, it is well written and answers the question along multiple lines. The only limitation is that it provides no citations for its responses, nor does it incorporate any literature written after September 2021.\(^10\) Therefore, the system may not always offer the most current or pertinent answer on a legal issue. This can cause conceivable mistakes or misinterpretations which may trigger significant repercussions in a legal framework.\(^11\)

ChatGPT is multi-versed and can undertake many tasks involving natural language processing, such as:

- Text Generation: The technology can recite text that replicates human language in a variety of ways such as writing articles, novels, or poems.
- Finishing test: It can complete a thought or paragraph premised on the rest of the written words.
- Generate dialogue: ChaptGPT can create dialogue answers.
- Language translation: It can translate between several languages.
- Summary text: The product can condense lengthy texts into summaries.
- Answers: ChatGPT can answer questions and this function can be refined writing domain data.

---

99. This subsection was written by ChatGPT pursuant to a question posed by the author on May 9, 2023, requesting the software’s input on the benefits to lawyers by using the technology in the practice of law.
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• Chatbot: It can generate responses that appear to be written by a real person.
• Sentiment analysis: It can be directed to provide an analysis that is positive, neutral, or negative.\textsuperscript{102}

This list is not all inclusive. ChatGPT can be directed to undertake additional natural language processing tasks.\textsuperscript{103}

As for a demonstration of its versatility, it can be directed to create an html page, generate a mortgage calculator, author a headline, write a slogan for a product, create an employment contract, write a short story on a topic, create a 1,500 calories meal plan for one week, and construct a wedding speech for the best man.\textsuperscript{104}

ChatGPT advanced to a new version of its language model software in April 2023.\textsuperscript{105} It is known as GPT-4 and is classified as a multimodal model because it uses multiple mediums, such as text, image, and sound.\textsuperscript{106} It is claimed that GPT-4 appears to be more functional, reactive, and safer than prior versions.\textsuperscript{107} OpenAI, the creator of the product, claims that its new version scored in the top 10\% of test takers on a simulated bar exam.\textsuperscript{108} Nevertheless, users have been warned not to expect anything revolutionary with the new version.\textsuperscript{109} A flaw with the prior version was that it made information up or provided “hallucinated” facts if its database was deficient on a question.\textsuperscript{110} For example, when asked for the date when Leonardo da Vinci created the Mona Lisa, it responded, “Leonardo da Vinci painted the Mona Lisa in 1815.”\textsuperscript{111}

\begin{thebibliography}{11}
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The artist started painting his masterpiece in 1503. ChatGPT didn’t know the answer, so it made one up. Open AI asserts that its new version is “60% less likely to make stuff up.”

The reader is invited to test the system using the free trial version. Access is straightforward, and the process is easy to use. The first step is to open a browser, go to Open AI and create an account with an email address. Next, you will be asked to provide a phone number and to accept the terms and conditions. Once this is done, a code will be sent to that phone number which must be inputted in the space provided. After inserting the code, the user will be redirected to ChatGPT. At the bottom of the page, there will be a chatline for the user to insert a question or request.

A user may upgrade to ChatGPT Plus, the updated version of the product. GPT-4 is a quicker and bigger language model offered by Open AI at $20 a month.

Vendors recognize this technology’s advantages in the legal field and have started tailoring systems for this use. The following are some examples:

- Ironclad has created a tool known as “AI Assist.” It uses ChatGPT technology to create redlined adaptations for contracts using vernacular gleaned from preapproved clauses.
- LawDroid developed LawDroid Copilot, which will help lawyers create content and documents, among other things.
- DocketAlarm permits users to hover their cursor over any docket retrieved through DocketAlarm and receive a three-bullet-point summary of the material.
- Lexion is a Microsoft Word product that offers a plug-in for ChatGPT technology that helps operators draft, negotiate, and summarize contract terms.

V. APPLICATIONS

A. Predictive Coding

Electronic discovery is an area logically suited for AI use. Its employment merely requires someone to instruct the computer on how to group...
documents in a search. By use of predictive coding, the tool can classify records by categories such as relevant or irrelevant, among other identifiers. This process is accomplished after tagging matters gleaned from an exemplar document provided by a legal professional. For example, the system can be told to identify all letters containing the name “John Jones” over a particular time frame. This predictive coding will then find similar materials. As noted in Dynamo Holdings, Ltd. Partnership v. C.I.R.:

Predictive coding is an expedited and efficient form of computer-assisted review that allows parties in litigation to avoid the time and costs associated with the traditional, manual review of large volumes of documents. Through the coding of a relatively small sample of documents, computers can predict the relevance of documents to a discovery request and then identify which documents are and are not responsive.

B. Legal Judgment Prediction

A legal judgment prediction is an AI tool that forecasts the outcome of a lawsuit premised upon the facts and other relevant information, such as anticipated arguments and claims. For example, LexisNexis makes available a service entitled “Lex Machina” that includes litigation analytics. This tool predicts the behavior of the courts, opposing counsel, and parties. The system allows counsel to ascertain the damages awarded by a particular judge on an issue in a time span, the chances that a judge will grant or deny a motion, and the anticipated trial schedule that a court will impose on the litigants. It
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can also identify the litigation experience of opposing counsel, and construct potential litigation strategies within minutes.\textsuperscript{125}

A perceived flaw with this prediction capability is that it may not be able to account for a future change in precedent due to political, social, or economic influences.\textsuperscript{126} Also, a change in the composition of the court could render precedent suspect.\textsuperscript{127} One merely has to look at how the Supreme Court overturned \textit{Roe v. Wade} after many decades of precedent because the composition of the court changed.\textsuperscript{128}

\section*{C. Legal Research}

Attorneys spend about 16.3\% of their time performing legal research.\textsuperscript{129} Existing technology allows counsel to access records from a computer instead of spending hours in a law library. Services like Westlaw and LexisNexis have made this transition possible by using artificial intelligence to retrieve cases, statutes, and articles.\textsuperscript{130} This retrieval system is premised upon creative keyword searches. A common complaint, however, is that this type of search engine will retrieve many references that must be reviewed to see if they have any relevance to the issue at hand.\textsuperscript{131}

This process is changing with vendors who are constructing research platforms that use more advanced semantic comprehension of the meaning of a court decision.\textsuperscript{132} These tools no longer merely match words but offer subtle characteristics on how various opinions relate to one another.\textsuperscript{133} For example, Casetext is classified as a cloud-based, online legal research instrument that employs AI to “assist with brief review and inform search results to help
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lawyers enhance their research process.” Its features include the ability to create legal documents, conduct sentence-based parallel investigations, add citations to a brief or motion, and organize case materials on a centralized portal. Casetext also offers an index dubbed, SmartCite, that assists in locating the cases that are most on point to a specific fact-pattern. Users may perform a search by using natural language, and SmartCite checks a citation to ascertain whether the case is still good law, or has been overruled or modified.

D. Contract Analysis

AI has multiple applications in contract law, especially with document drafting, contract review, digital signature, legal and matter administration, legal analytics, job management, title supervision, and lease abstracts. As a starting point, contracts are often many pages long, and the review process is tedious and time-consuming. Add to this undertaking the extra time needed to proofread the contract, especially when prepared by opposing counsel, to make sure the agreement reflects the understanding of the parties. Unfortunately, the negotiating and execution of the document is only the first step. An entity may also have multiple agreements with others, with an untold number of different counterparts.

For entities that are unaware of their contract specifics, AI provides a solution. Databases can be constructed that identify and contextualize important information consisting of an entity’s complete collection of contracts. This innovation offers a straightforward method for a company to
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comprehend the character of its business obligations. Several companies employ AI to review their contracts as part of their daily tasks. These firms include Salesforce, Home Depot, and eBay. The benefit of such a system is that it can “read contracts accurately in any format, provide analytics about data extracted from contracts, and extract contract data much faster than would be possible with a team of lawyers.”

Kira Systems is an example of a company that offers machine learning software that “identifies, extracts, and analyzes content in contracts and documents with unparalleled accuracy and efficiency.” The system automatically translates documents into a machine-readable context and employs artificial intelligence to identify common clauses, provisions, and data points. The program’s search and analytics tools identify legal issues and tendencies within documents and generates abstracts and reports that can be disseminated and employed by others. It also permits for a comparison of agreements with other documents to ascertain where alterations were implemented across an array of contracts.

Brightleaf Solutions is an entity that offers contract management services involving software to analyze contracts and either extract data elements, clauses, provisions, obligations, and any custom attributes to client specifications. The company refers to these qualities as “attributes,” which can retrieve such things as the parties names, duration of the contract, expiration date, and jurisdiction. Once the user identifies the key terms being looked for, the system “crawls” through all supplied documents and generates a directory of key terms, provisions, and obligations. Other
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entities that offer these services include Lawgeex, Klarity, Clearlaw, and LexCheck.\textsuperscript{153}

As a caveat, it must be remembered that these tools require human interaction. Counsel must still provide finishing input on the language employed in the document after the recommendations from the AI software.\textsuperscript{154}

\textbf{E. Use of Artificial Intelligence by the Courts}

The courts serve an essential role in the criminal justice system by guaranteeing the fair and impartial administration of justice.\textsuperscript{155} Currently, about sixty risk assessment tools are being used in the criminal justice system to fulfill this goal.\textsuperscript{156} Uses range from assessing the risk of a defendant harming society to determining if a suspect should be released on bail based upon the likelihood they won’t show up for trial.\textsuperscript{157}

As AI increases in use, those in the criminal justice field are wondering if AI-created tools can assist in bettering the judicial system.\textsuperscript{158} Artificial intelligence can help in the management of court operations just like any other business.\textsuperscript{159} Risk assessment tools are also playing an increasing role in the courts. Advocates assert that these tools can decrease bias in decision-making.\textsuperscript{160} Critics argue that there is systemic bias implanted in documents employed to create these systems.\textsuperscript{161}

In any event, some courts are using algorithms to predict the risk of recidivism with a criminal defendant at the time of sentencing.\textsuperscript{162} The system,
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known as COMPAS,\(^{163}\) is a risk assessment algorithm.\(^{164}\) The idea of using such a tool has various support around the country; For instance, the American Bar Association has counseled states to use risk assessment tools to decrease recidivism and boost public safety.\(^{165}\) It did note concern about the jailing of low-risk defendants because their incarceration with medium and high-risk criminals may exacerbate instead of mitigating the danger of recidivism.\(^{166}\) However, the details on how the system works are not made available to the public.\(^{167}\) This non-disclosure has led to constitutional challenges based on a violation of a defendant’s due process rights.\(^{168}\)

For example, State v. Loomis involved the operator of a vehicle in a drive-by shooting. He was charged with various crimes and entered a guilty plea to two of the lesser offenses.\(^{169}\) His pre-sentence investigation included a COMPASS assessment which indicated he was at a high-risk for recidivism.\(^{170}\) Accordingly, the court imposed the maximum sentence allowed by law.\(^{171}\) At a post-conviction hearing attacking his sentence, the defendant presented an expert who opined that the use of a COMPAS risk assessment at sentencing offers a “tremendous risk of overestimating an individual’s risk and . . . mistakenly sentencing them or basing their sentence on factors that may not apply . . . “\(^{172}\) He went on to opine that the “Court does not know how COMPAS compares that individual’s history with the population that it’s comparing them with.”\(^{173}\)

\(^{163}\) Practitioner’s Guide to COMPAS Core 1, NORTHPOINTE, INC. (Mar. 19, 2015), http://www.northpointeinc.com/files/technical_documents/Practitioners–Guide–COMPAS–Core–_031915.pdf [https://perma.cc/YR8Q-6LPJ] (COMPAS is a risk-need assessment tool created by Northpointe, Inc. to offer decisional advice for the Department of Corrections when formulating placement decisions, managing convicts, and planning treatment. The tool is premised upon data collected from the defendant’s criminal file and talking to the defendant.).
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The court denied the post-conviction motion, and the defendant appealed, claiming his due process rights were violated because: (1) COMPAS infringes upon his right to be sentenced premised upon correct information because the proprietary nature of computer program stopped him from evaluating its accuracy; (2) it violates a person’s right to a personalized sentence; and (3) it incorrectly employed gendered evaluations in the penalty phase.\textsuperscript{174}

On appeal, the court disagreed.\textsuperscript{175} It noted that the risk scores do not state how the COMPAS software utilizes the collected data to compute the defendant’s risk scores.\textsuperscript{176} However, an accompanying guide indicates that the calculations are premised mainly on criminal history and the narrow employment of variables such as criminal associations and substance abuse.\textsuperscript{177} This information is public knowledge, such as a listing of the defendant’s criminal history.\textsuperscript{178} As for its accuracy, several other jurisdictions that use COMPAS have performed validation studies and determined that the software is a sufficiently precise risk assessment instrument.\textsuperscript{179}

Another court use of artificial intelligence involves bail decisions. Some judges are using an algorithm dubbed PSA that estimates how likely a person is to skip a hearing or perpetrate another crime.\textsuperscript{180} For example, New Jersey adopted an algorithmic risk assessment in 2014, and the Pretrial Justice Institute has supported the employment of the technology in place of cash bail.\textsuperscript{181}

\section*{VI. DISADVANTAGES}

Not everyone is enamored with the rapid full-scale implementation of AI. For instance, Elon Musk cautions that artificial intelligence could foster the destruction of civilization.\textsuperscript{182} In fact, several of the world’s leading scientists,
scholars, engineers, and writers espouse the same distress and predict a society controlled by robots.\(^\text{183}\) While these views seem extreme, there are disadvantages and risk involving the use of the technology.

A. Disclosure of Confidential Information

One of the major problems involving this tool involves intellectual property.\(^\text{184}\) The system must use various data accumulated from many sources, as this is the only way to obtain a knowledge foundation to answer an inquiry. The problem is that this data may involve copyrighted and other intellectually protected material.\(^\text{185}\) The system will also retain whatever information the user enters to fabricate its knowledge base. These materials could then be employed as part of an answer imparted to another customer, creating the risk of revealing personal or confidential information to third parties.\(^\text{186}\)

B. Misuse of Information

Generative AI allows the user to complete tasks in a fraction of the time. However, this efficiency provides a powerful incentive for misuse.\(^\text{187}\) Workers might utilize these systems to claim the computer’s output as their work product.\(^\text{188}\) Academics have also expressed apprehension that students may use artificial intelligence to pen answers to their assignments.\(^\text{189}\)

C. Inaccurate Results

AI technology learns as it goes along and constantly needs updated information. This means that a computer-generated answer may contain inaccurate or outdated data, such as a case being used in an analysis that has been overturned.\(^\text{190}\) For instance, ChatGPT has not updated its database since
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\(^{190}\) *The Flip Side of Generative AI*, supra note 184.
These types of inaccuracies could result in the production of misinformation that could affect business advice or subject the user to liability concerns. For instance, in November 2022, Meta released the AI bot Galactica to assist scientists. This is an extensive language model educated on 48 million examples of scientific and educational materials. The product “can summarize academic papers, solve math problems, generate Wiki articles, write scientific code, annotate molecules and proteins, and more.”

The product only survived three days on the market because it issued large quantities of misinformation – it was discovered to have made up fake papers, sometimes attributing them to real authors. It could not differentiate between accurate and false information, and this is a foundational prerequisite for a language model intended to create scientific copy.

D. External Risks

Third parties can also create issues with the technology. The system can create a deep fake image or video that seems real but has been fabricated by AI intelligence. The image appears so authentic that it is impossible to detect that it is fake, especially since no forensic trail is left behind to show it is edited digital media. For instance, a deep fake picture can be produced showing the law firm’s senior partner engaged in a sexual act. The technology can also be used to submit a fraudulent insurance claim by generating fictitious images of a casualty loss.

E. Loss of Jobs

A significant drawback across most fields of employment is the potential loss of jobs. The various document review tools can create less of a demand
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for a person to manually sift through the materials.\textsuperscript{201} In fact, Deloitte projects that approximately 100,000 law-associated jobs can be automated by 2036.\textsuperscript{202}

\section*{VII. ROBO ETHICS}

Lawyers are bound to follow the Code of Professional Responsibility. These pronouncements establish ethical standards of conduct owed to individuals and society.\textsuperscript{203} The utilization, or lack of use, of artificial intelligence in the legal profession raises a host of ethical issues.\textsuperscript{204} Two primary areas of concern involve the obligation of an attorney to provide competent representation and the unauthorized practice of law by AI programs.\textsuperscript{205}

The Model Rules of Professional Conduct, which serve as ethics guidelines for legal practitioners, were crafted by the American Bar Association in 1983.\textsuperscript{206} This was before sophisticated AI tools existed.\textsuperscript{207} Therefore, the application of AI to writing briefs, contracts, and performing other legal tasks is uncertain.\textsuperscript{208} This lack of clarity makes it is necessary to explore the interplay between ethics and AI technology.\textsuperscript{209}

The full implementation of AI in the law is far away. Nevertheless, accounts have emerged of ethical problems with the utilization of the technology.\textsuperscript{210} These matters have focused on deep-seated prejudices in the algorithms, concerns
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about security and privacy, and doubts over the influence of human judgment.211 “It’s even created a new field called “robo-ethics.”212

The ethical concerns generated by AI are similar to the ethical issues that counsel have faced previously.213 As noted by David Curle, Director of the Technology and Innovation Platform at the Legal Executive Institute of Thomson Reuters, “[w]hen using tools in their work, whether AI-powered tools or any others, lawyers still have the same duties, including duties of supervision and independent judgment.”214 Nevertheless, AI and comparable technologies generate unique circumstances that are not expressly addressed in the Model Rules of Legal Ethics.215

A. ABA Resolution 604

The first formal attempt to address transparency and lack of AI guidance occurred at the 2023 Midyear Meeting of the American Bar Association when it passed Resolution 604.216 This pronouncement deals with how “lawyers, regulators, and other stakeholders should assess issues of accountability, transparency, and traceability in artificial intelligence.”217

The ABA requested those involved in the AI arena follow the following principles.

1. Developers, integrators, suppliers, and operators (“Developers”) of AI systems and capabilities should ensure that their products, services, systems, and capabilities are subject to human authority, oversight, and control;
2. Responsible individuals and organizations should be accountable for the consequences caused by their use of AI products, services, systems, and capabilities, including any legally cognizable injury or harm caused by their actions or use of AI systems or capabilities, unless they have taken reasonable measures to mitigate against that harm or injury; and
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3. Developers should ensure the transparency and traceability of their AI products, services, systems, and capabilities, while protecting associated intellectual property, by documenting key decisions made with regard to the design and risk of the data sets, procedures, and outcomes underlying their AI products, services, systems and capabilities.218

The American Bar Association noted in the comments section of the pronouncement that these guidelines are essential in making sure that artificial intelligence is created and used in harmony with the law and generally accepted legal standards.219 It further noted that individual and business responsibility, human control, and supervision are mandated, and it is unacceptable to transfer “legal responsibility to a computer or an ‘algorithm’ rather than to responsible people and other legal entities.”220

The comments to Resolution 604 went on to discuss the importance of accountability in using AI technology. A significant concern dealt with the potentially discriminatory impact of AI schemes.221 After all, the technology is based on algorithms and machine learning to examine data and construct forecasts. However, suppose the materials utilized to educate these systems are biased. In that case, the technology will continue that prejudice, causing unfair results.222 For instance, Amazon started hiring people automatically by employing an algorithm to assess resumes.223 However, this initiative was halted after learning that women were subject to discrimination in some technical jobs, such as software engineer. It learned that the computer reviewed the qualifications of its employees, which were comprised mainly of men.224 Researchers also discovered that sex and skin-type bias was present in facial analysis programs, with a mistake rate of 0.8% for light-skinned men, as opposed to 34.7% for dark-skinned females.225
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This systematic bias has led to recent remedial methods to prevent AI software from violating anti-discrimination and privacy laws. For instance, the Equal Employment Opportunity Commission started an initiative to guarantee that AI utilized in employment determinations does not run afoul of the anti-discrimination laws. The FTC has also issued advice on the commercial employment of AI systems. It, too, addressed the harmful risks of the technology, including improper or discriminatory consequences or the continuation of current disparities.

The ABA requested the judiciary and legal profession to tackle the ethical and legal issues related to using AI in law practices. Listed concerns include “(1) bias, explainability, and transparency of automated decisions made by AI; (2) ethical and beneficial usage of AI; (3) controls and oversight of AI; and (4) vendors that provide AI.”

Resolution 604 is not binding, nor does it appear that any state bar associations have issued formal ethics decisions dealing with the utilization by attorneys of artificial intelligence. Nevertheless, several ethics rules have potential application; (1) competence, (2) communication, (3) confidentiality, and (4) supervision.

B. Rules of Ethics

The first applicable Rule of Conduct deals with lawyer competence. Model Rule 1.1 provides that “[a] lawyer shall provide competent representation to a client. Competent representation requires the legal knowledge, skill, thoroughness and preparation reasonably necessary for the representation.” While nothing is said about maintaining competence in technology, that element was added to Comment 8 of the Rule:

To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its practice, including the benefits and risks associated with relevant technology, engage in continuing study and education, and comply with all continuing legal education requirements to which the lawyer is subject.
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The duty of competence involving developing technology to provide competent representation to clients is now made clear by this comment. This means that attorneys must generally comprehend the technological tools in use to better the legal representation they offer to clients. This principle suggests that lawyers are tasked with two ethical obligations; they must possess a basic comprehension of the AI tools they use in their practice. In this regard, at least thirty-six states have enacted rules on technology utilization. For example, Pennsylvania added verbatim the addition to Comment 8 which provides:

To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its practice, including the benefits and risks associated with relevant technology, engage in continuing study and education, and comply with all continuing legal education requirements to which the lawyer is subject. (emphasis added.)

The second ethics element is that a competent lawyer should not automatically accept AI output as being accurate. This requires an attorney to check the AI-generated materials to make sure the software is working correctly and to assess the results to provide competent representation.

Model Rule 1.4 (a)(2) deals with a lawyer’s duty to communicate with clients, including the obligation to “reasonably consult with the client about the means by which the client’s objectives are to be accomplished.” This obligation requires the attorney to discuss with clients the decision to employ AI in their representation. At least one author takes this advice a step further and opines that counsel should obtain the client’s approval before using AI and that permission must be informed.

Rule 1.6 (c) deals with the duty of confidentiality and provides that an attorney must make reasonable efforts to avoid the unintentional or unauthorized
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disclosure of material involving the representation of a client. The problem with AI in this context is that the tool may require client information to be provided to third party providers. This risk means that lawyers must take the necessary steps to make sure that their client’s data is properly shielded.

Model Rule 5.5 imposes upon a lawyer an obligation to supervise non-lawyers within their employ and non-employees outside the organization for whom they are responsible and to take reasonable steps to make sure that such person’s actions are aligned with the professional obligations of the lawyer. A comment to Rule 5.3 references technology vendors as a nonlawyer under this section. While this note does not discuss what constitutes reasonable steps, counsel should undertake due diligence to appreciate the product’s limitations and abilities. This duty includes ascertaining whether the technology will result in non-compliance with an attorney’s obligations.

This section raises a philosophical question. AI is not a natural person. Instead, it is a machine that replicates the neural network of the brain, and the computer’s output will be incorporated into the “thinking” of the attorney’s work. Under Rule 5.3, will AI be labeled as a nonlawyer, triggering an obligation to make sure the work product generated by the software is competent?

One of the more intriguing ethics questions deals with the unauthorized practice of law. Model Rule 5.5 (b) notes:

[A] lawyer who is not admitted to practice in this jurisdiction shall not: 1) except as authorized by these Rules or other law, establish an office or other systematic and continuous presence in this jurisdiction for the practice of law; or 2) hold out to the public or otherwise represent that the lawyer is admitted to practice law in this jurisdiction.
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This presents the question as to whether legal work solely performed by a computer violates Rule 5.5. Lawsuits have been instituted against AI program developers, averring that they engaged in the unauthorized practice of law. The primary principle gleaned from the reported decisions involving this section of the Code of Ethics is that many jurisdictions require the use of some legal judgment as a critical requirement of the practice of law.

In *Lola v. Skadden*, the Second Circuit Court of Appeals “implied that machines could not engage in the practice of law.” The *Lola* decision involved a contract lawyer who conducted a document review for a law firm participating in multi-district litigation. He used no independent legal judgment in performing the work, so the court determined that he was not engaging in the practice of law. As noted, “[t]he ‘practice of law’ means the exercise of professional judgment in applying legal principles to address another person’s individualized needs through analysis, advice, or other assistance.” Many jurisdictions also require the use of some legal judgment as a critical requirement of the practice of law. Applying the lesson learned from this decision, software that does not exercise any independent judgment in the performance of its work is not engaged in the practice of law.

DoNotPay, the self-help company, which started its business by helping people fight parking tickets, became embroiled in a controversy when it announced that it was taking its AI-powered “robot lawyer” into court to litigate a matter. The firm also offered $1 million to any attorney “willing to let its artificial intelligence argue a case before the U.S. Supreme Court.” These actions would squarely test the Rule of Ethics concerning the unauthorized practice of law.

Following a host of complaints from the legal community, the company did not proceed with its plans. Nevertheless, a class action lawsuit was
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filed in California against the startup, claiming that it deceived its users and misrepresented its software. The complaint averred that the “Robot Lawyer” was practicing law without a license, and their services were of poor quality. More specifically, it was claimed “[u]nfortunately for its customers, DoNot-Pay is not actually a robot, a lawyer, nor a law firm”. DoNotPay “does not have a law degree, is not barred in any jurisdiction, and is not supervised by any lawyer.”

A question that the court will have to address is what constitutes the practice of law. There does not seem to be a consensus definition on this question. As a result, it is not surprising that entities have tried to tap into the lawyers’ market by offering products that will help people prepare their own legal documents.

Legal Zoom has been repeatedly sued for allegedly engaging in the unauthorized practice of law. This online do-it-yourself service provider allows users to generate legal documents without needing to hire an attorney. While the Pennsylvania Bar Association Practice of Law Committee determined that LegalZoom was employed in the unauthorized practice of law, the firm has been very successful in court fighting off challengers.

How the courts handle the challenges involving artificial intelligence and the unauthorized practice of law remains to be seen. As one author noted, “As long as lawyers use AI to augment rather than replace their work and AI programs that do not involve human attorneys refrain from giving legal advice, AI
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can be an effective tool to improve the quality of legal services and increase individual access to justice while operating well within the parameters of legal ethics.”273

VIII. LEGAL LIABILITY

It was once noted, “[n]o complex computer program has ever been marketed that did not have some defect, somewhere.”274 Accordingly, those who are involved in the development and distribution of artificial intelligence systems should be apprehensive about their potential liabilities.275 While the technology offers essential and lasting changes to the practice of law, it has risks.276 The systems are imperfect and can make mistakes or issue flawed information. For instance, an AI algorithm that is employed to make hiring decisions automatically premised upon biased or improper information that uses race as a factor or applies law that has been overturned are examples of incorrect actions.277 Who is responsible, and what theory of liability will be most successful? Tort and contract principles offer various options with different degrees of viability.

A. Tort Law

A tort is premised upon principles of agency, control, and foreseeability.278 In this regard, a wrongdoer able to foresee the harm should be responsible for compensating an aggrieved party for that injury.279 A mistake made by AI presents an assortment of questions that are problematic through current principles of responsibility.280 For example, how do you determine an error created by a “black box” response?281 After all, a variety of parties are involved in the decision-making process from the manufacturer and designer of the system to
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the attorney who follows the advice provided by the technology. The apportionment of liability among the tortfeasors, when no single party is accountable for the error, makes judicial resolution difficult.

It is also hard to ascertain breaches of the duty of care when the AI software is untested. For instance, a black box will respond to a lawyer’s question, but it does not explain how it reached that answer. Current tort principles can be used to resolve some of these issues, but not to the degree sought by the courts, who want established methods used for measuring liability and allocating that responsibility.

The cause for this uncertainty occurs because it is not possible to discover the cognitive thought process used by the algorithm. This inability creates a dilemma; should traditional products liability rules apply to hold the technology manufacturer liable, or is the lawyer using the AI tool responsible?

1. Responsibility of the Lawyer

The question of a lawyer’s liability, when an AI tool makes a mistake, is the easiest to answer. An attorney can never blindly rely on the advice generated by a computer program. The device is only one instrument in counsel’s toolbox, and this legal representative has the ultimate responsibility to make sure that advice is accurate. Even if the algorithm is viewed as an employee of the firm, the rules of ethics demonstrate that counsel must accept responsibility for the computer under the obligation of supervision. Symbionics v. Ortlieb presents an analogous situation. The plaintiff filed an untimely appeal, and claimed the mistake was caused by a “quirk” in
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counsel’s use of a Microsoft Window’s calendar to calculate the deadline. His defense was “excusable mistake” which occurs when there is a “1) danger of prejudice to the [opposing party], 2) the length of delay and its potential impact on judicial proceedings, 3) the reason for the delay, including whether it was within the reasonable control of the movant, and 4) whether the movant acted in good faith.” In evaluating plaintiff’s tardiness, the appellate court noted that such an excuse can only be found when the excusable negligence is caused by “inadvertence, mistake, or carelessness.” The court determined that counsel’s reliance on a computer application to determine the filing deadline is neither “extraneous” to nor “independent” of his negligence. Counsel’s failure to discover that the calendar failed to advance the date thereby resulting in the incorrect deadline computation is “the very essence of counsel’s negligence.” This conduct is the type of “run-of-the-mill inattentiveness” that the court has consistently refused to excuse in the past.

The lesson learned from Symbionics is that a lawyer who fails to check the work generated by an artificial intelligence program will bear the ultimate responsibility for the error. Such a mistake is not excusable negligence.

2. Products Liability

A software consumer will find product liability to be the most advantageous theory of responsibility. This remedy does not require proof that the software developer, programmer, or vendor was at fault. In fact, claims of harm suffered because of defective or unreasonably dangerous products are routine matters.

Product liability deals with a manufacturer, distributor, or seller’s responsibility for a defective product. In other words, all those in the chain of distribution are responsible. A product, therefore, must meet the reasonable
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expectations of the consumer.305 This mandate is violated when the product has an unexpected defect or danger.306 This development enlarges the chances the law of product liability relates to software.307 In addition, public policy considerations such as risk-allowing are advanced by applying product liability principles when a defective item harms someone.308

The law of product liability only exists in state law, and theories of liability sound in negligence, strict liability, and breach of warranty.309 Regardless of the approach, an injured party must show the product that caused the harm was defective when it left the possession of the seller and that defect caused the injury.310

Anyone in the chain of distribution of an AI tool may be sued under a products liability theory "if an error involving the technology occurs."311 The foundation for this concept is that someone, like a manufacturer or seller, that profits from the distribution of a defective product should assume the expenses of compensation when it harms another.312 Liability will be premised on the idea that AI caused the harm, and the injury is inherent proof of a defect within that technology.313

A key question is whether AI technology is a product, service, or a combination of both.314 Strict liability pertains to defects in “product design, manufacture, or warnings that cause personal injury or property damage to others; negligence applies to services, such as data analysis to determine
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Several jurisdictions have defined a “product” for the purposes of product liability law. Still, this task is usually left up to the courts, a distinction that is not always readily ascertainable.

AI technology that is a product, or a combination of a product and a service, may be held to the same strict liability criteria as other products. This includes the ability to sue the manufacturer for damages generated by a defect in the technology. If AI software is classified as a service, it is not certain if the court would subject the AI to the same legal standards.

Generally, a contract for an AI system will be governed by Article 2 of the Uniform Commercial Code (UCC), which pertains to a contract for the sale of goods under Article Two. The UCC suggests that there is a distinction between mass-produced software which is a “good,” and a specific system created for a user which is a service.

An attorney who is harmed by AI technology will immediately think of suing the technology vendor for the resulting harm. That, however, might be a challenging task. The UCC provides for express warranties, implied warranties of merchantability, and fitness for a particular purpose. However, it is common for AI system developers to include contract language with the sale that waives these warranties or sells the product “as is” to
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reduce their liability. Vendors often include an indemnification clause. For example, Open AI’s Terms of Use contains the following language:

You will defend, indemnify, and hold harmless us, our affiliates, and our personnel from and against any claims, losses, and expenses (including attorney’s fees) arising from or relating to your use of the Services, including your Content, products, or services you developed or offer in connection with the Services, and your breach of these Terms or violation of applicable law.

This clause continues with an exclusion of all warranties and a limitation of liability of “the greater of the amount you paid for the service that gave rise to the claim during the 12 months before the liability arose or one hundred dollars ($100).” However, the enforceability of these disclaimers is another story. As one can see, the application of products liability law to an AI system is not an easy undertaking.

A creator or designer of the system cannot always foresee how the technology will be used once a legal professional utilizes it. An expected defense is that it is unreasonable to blame the company whose labors were removed from the actual employment of the technology. It is anticipated that the courts will be reluctant to apply products liability law to implicate software designers. However, some scholars maintain that products liability law should not be exempt from software-related damages. Along these lines, a seller of AI technology would be responsible for the harm resulting from the product’s failure, despite the use of reasonable care when the software was created.
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Another thing to consider is that strict liability usually only applies to physical harm, such as personal injury or property damage, caused by the product.336 In a traditional context, economic loss is usually not enough to create responsibility.337 Such a claim against the seller may be meritless if the defective software results in a user’s monetary loss or an attorney offering poor legal advice.338 Moreover, a disclaimer of liability with strict liability is not permissible.339 Warnings or disclaimers may also not be valid if they are buried in an extensive operator’s manual.340

B. Breach of Warranty

Breach of warranty claims are usually governed by statute and consist of an express warranty, the implied warranty of merchantability, and the implied warranty of fitness for a particular purpose.341 If the aggrieved party can demonstrate that the technology is a product and not a service, it must then show that (1) the product was purchased from the defendant; (2) the seller provided an express warranty, or one was implied by operation of law; (3) the seller breached the warranty because the item did not perform as warranted; and (4) the plaintiff was injured.342

A warranty may arise by an affirmation of fact or a promise made by a seller which relates to the product.343 The language forming a warranty does not need to contain unique phrases or formal terms such as a guarantee or warranty.344 In fact, an advertisement may create an express warranty in certain situations.345 Nevertheless, a distinction must be made between a product and a service.346 A computer program can be moved and transferred to a third party
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at the time of sale, so “it is arguably a good.” However, if the program is determined to be a hybrid, such a classification may not be accurate.

In RRX Industries, Inc. v. Lab-Con, Inc., the court considered whether a software sale was a good or service. The matter stems from the defendant’s supplying RRX with software for use in its medical laboratories. The agreement required the defendant to remedy any malfunction that developed in the system, but limited the defendant’s responsibility to the contract price. After installation, the system did not work correctly, and the manufacturer was unable to fix the bugs.

A lawsuit was instituted, and a question arose over the classification of the software for breach of warranty purposes. The court opined that in ascertaining whether a contract is one for sale or to provide services, it must resort to the spirit of the agreement. "When a sale predominates, incidental services provided do not alter the basic transaction." Software packages differ based upon the requirements of the user, so the courts will apply a case-by-case determination. In this matter, the sales part of the contract predominated. Employee instruction, repair responsibilities, and system upgrading were incidental to the selling of the software package and “did not defeat characterization of the system as a good.” Likewise, software has been found to be a good under the Uniform Commercial Code in other cases.
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IX. CONCLUSION

The legal profession is on the cusp of a revolutionary way that law will be practiced. This is not an exaggeration, but a statement that reflects how artificial intelligence will and has altered how lawyers do business. Many attorneys already use some form of AI without knowing it, such as doing a Google search on an expert or using Westlaw to retrieve a case.360 Now, attorneys can use technology to draft a contract, predict how a court will rule on a case, or learn the success rate of opposing counsel in similar litigation.361

Artificial intelligence refers to computers that think like humans.362 Its uses have been discussed since the 1950s.363 While computerized legal research using keyword searches was the major AI player used by attorneys, the past year has seen the implementation of a new tool, ChatGPT, that changed the playing field.364 This OpenAI provides a human-like response to natural language questions.365 This makes the product unique because it can entertain open-ended questions and generate answers without attorneys conducting the necessary research.366 This innovation has caused an explosion of new products utilizing this technology for attorney employment, and it is only the start of what is to come.367 It is estimated that about four percent of legal tasks will be able to be automated, making lawyers much more productive and cost-efficient.368

The systems, however, are not without their problems.369 They can run afoul of intelligent property laws, provide incorrect information, and result in the loss of jobs in the legal field.370 It also presents unique ethical issues involving several Rules of Ethics from lawyer’s competence to practicing law.
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without a license. One must also be concerned with the novel and unanswered question about legal liability involving those in the development and distribution of these AI products and the legal professionals who use them. It will take years of litigation before these difficult questions are sorted out.

What is known is that the use of AI in the legal arena will forever change the practice of law. This transformation is coming, and lawyers must be ready to embrace it or be left at a competitive disadvantage. The technology is in its infancy, and innovative uses are being created regularly. Whether lawyers will be replaced by AI technology or improve their efficiency remains to be seen.
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