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Algorithmic Adjudication and Constitutional AI—The Promise of a Better AI Decision Making Future?

April G. Dawson*

ABSTRACT

Algorithmic governance is when algorithms, often in the form of AI, make decisions, predict outcomes, and manage resources in various aspects of governance. This approach can be applied in areas like public administration, legal systems, policy-making, and urban planning.

Algorithmic adjudication involves using AI to assist in or decide legal disputes. This often includes the analysis of legal documents, case precedents, and relevant laws to provide recommendations or even final decisions.

The AI models typically used in these emerging decision-making systems use traditionally trained AI systems on large data sets so the system can render a decision or prediction based on past practices. However, the decisions often perpetuate existing biases and can be difficult to explain.

Algorithmic decision-making models using a constitutional AI framework (like Anthropic’s LLM Claude) may produce results that are more explainable and aligned with societal values. The constitutional AI framework integrates core legal and ethical standards directly into the algorithm’s design and operation, ensuring decisions are made with considerations for fairness, equality, and justice.

This article will discuss society’s movement toward algorithmic governance and adjudication, the challenges associated with using traditionally trained AI in these decision-making models, and the potential for better outcomes with constitutional AI models.

INTRODUCTION

Artificial intelligence (AI) continues to disrupt many industries and impact virtually every aspect of daily life.† One industry in which AI is...
significantly transforming is the legal profession.\textsuperscript{2} AI technologies have been integrated into various legal processes for years.\textsuperscript{3} However, there is renewed interest in the legal community as generative AI foundation models promise more efficiency while also posing unexpected risks in the legal space.\textsuperscript{4} Traditional and emerging AI systems are being used in legal research to enhance the speed and accuracy of finding relevant case law, statutes, and legal precedents.\textsuperscript{5} Large Language Models (LLMs) are also being leveraged to draft legal documents with analysis based on AI-generated research results.\textsuperscript{6} Generative AI is being utilized to make e-discovery tools better at sifting through and analyzing emails, documents, and other data.\textsuperscript{7} Lawyers and law firms have used traditional AI systems for many years to predict outcomes of cases and now generative AI is being used to make predictive analytic tools more reliable.\textsuperscript{8}

AI systems can be used by decision-makers, like court judges, administrative law judges, and arbitrators, to assist with the adjudicative process.\textsuperscript{9} While the ultimate decision in legal matters being adjudicated in the United States currently remains in the hands of human professionals, there will come a time when AI systems are capable of making some legal decisions without humans in the loop.\textsuperscript{10} And as technology continues to evolve, the AI systems that assist in adjudicative decisions will be refined to implement and leverage emerging technology like large language models.\textsuperscript{11}

---


\textsuperscript{3} See Winter, \textit{supra} note 2, at 180; Chen et al., \textit{supra} note 2, at 128.

\textsuperscript{4} Winter, \textit{supra} note 2, at 180–81.

\textsuperscript{5} See Tritt, \textit{supra} note 1, at 1220–21.

\textsuperscript{6} See id. at 1218, 1222.
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\textsuperscript{10} Chen et al., \textit{supra} note 2, at 128–29; Winter, \textit{supra} note 2, at 180.

\textsuperscript{11} See Tritt, \textit{supra} note 1, at 1222–23.
How will these new technologies impact the systems used to make legal
decisions?\textsuperscript{12} How will these systems affect legal adjudication and the integ-
rity of the legal system?\textsuperscript{13} Stewards of the legal profession and the legal sys-
tem (judges, lawyers, legal educators, and other legal professionals) have a
responsibility to prepare for this eventuality to ensure the integrity of the legal
system.\textsuperscript{14} Fulfilling this responsibility will require legal professionals to have
a greater understanding of AI and emerging AI systems so that they may ef-
effectively participate in the design, development, validation, deployment, and
monitoring of algorithmic adjudication systems.\textsuperscript{15}

The question of whether AI should be used to decide legal claims or dis-
putes is an important one.\textsuperscript{16} However, this article goes beyond the normative
discussion about whether AI should be involved in legal decision-making and
argues that it is inevitable.\textsuperscript{17} This article further focuses on helping the legal
community understand one emerging technology that will be used in AI adju-
dication, namely large language models.\textsuperscript{18} This article specifically focuses on
the alignment training stage of LLMs and discusses the two primary finetuning
training methods—Reinforcement Learning from Human Feedback (RLHF)
and a training method developed by Anthropic, Constitutional AI (which uses
Reinforcement Learning from AI Feedback (RLAIF)).\textsuperscript{19} This article then dis-
cusses whether LLMs trained using Constitutional AI may be preferred mod-
els for algorithmic adjudication systems.\textsuperscript{20}

This article proceeds as follows: Part I defines algorithmic adjudication
and makes the argument that algorithmic adjudication without humans in the
loop in the United States is inevitable. This part also briefly discusses the pros
and cons of automated decision-making. Having laid the groundwork for the
conclusion that algorithmic adjudication is inevitable in Part I, Part II discusses

\begin{itemize}
  \item \textsuperscript{12} See Chen et al., supra note 2, at 129.
  \item \textsuperscript{13} See id. at 129–30.
  \item \textsuperscript{14} See id. at 133–34.
  \item \textsuperscript{15} See generally Winter, supra note 2, at 198.
  \item \textsuperscript{16} See generally William Lucy, Algorithms and Adjudication, 2023 Juris. 1, 1;
      Winter, supra note 2, at 180; Chen et al., supra note 2, at 129.
  \item \textsuperscript{17} See Tritt, supra note 1, at 1222.
  \item \textsuperscript{18} See id. at 1214.
  \item \textsuperscript{20} Bai et al., supra note 19, at 2.
\end{itemize}
what lawyers need to do in light of this new reality and argues that legal professionals will need to have a greater understanding of AI and emerging AI systems; participate in the design, development, validation, and deployment of algorithmic adjudication systems; and closely monitor algorithmic adjudication systems. Part III expands the discussion of the first step—understanding the technology—by providing an overview discussion of artificial intelligence large language models and providing a more robust discussion of the alignment stage of LLM training.

I. THE RISE OF ALGORITHMIC ADJUDICATION

This Part I examines algorithmic adjudication, discussing its inevitability and the ethical issues it raises.21 This Part lays the groundwork for understanding how AI could transform the legal field and prepares for later sections that delve into the technology behind it, specifically LLMs.22

A. What is Algorithmic Adjudication (or AI Adjudication)?

Before addressing whether algorithmic adjudication is inevitable, the first step is to be clear on what is meant by algorithmic adjudication.23 Algorithmic adjudication, or artificial intelligence adjudication, falls within the broad definition of algorithmic governance24 and refers to the use of AI tools and techniques to assist in making adjudicative decisions in legal or administrative matters.25 Algorithmic adjudication can refer to the use of AI systems to

---

21. Lucy, supra note 16, at 1; Winter, supra note 2, at 180–81.
22. See generally Tritt, supra note 1, at 1215–16, 1218.
23. See Engstrom et al., supra note 1, at 9.
24. See id. ("The use of AI-based tools to support government decision-making, implementation, and interaction—what could be called ‘algorithmic governance’—already spans the work of the modern administrative state.").
25. Kurt Glaze et al., Artificial Intelligence for Adjudication: The Social Security Administration and AI Governance, in THE OXFORD HANDBOOK ON AI GOVERNANCE (Justin B. Bullock et al. eds., forthcoming 2022) (manuscript at 4) (Oxford University Press), https://www.ssrn.com/abstract=3935950 [HTTPS://PERMA.CC/8PU3-M9AU] (discussing how AI has been used by the Social Security Administration to improve the accuracy, consistency, and efficiency of disability benefit claim adjudications and were designed to support and augment human adjudicators rather than replace them, i.e. “advance, not undermine” due process in adjudication); See Tritt, supra note 1, at 1204 (discussing the potential applications of artificial intelligence to arbitrating trust disputes, including using AI to assist human arbitrators as well as fully replacing arbitrators with AI decision-making systems); David Freeman Engstrom & Daniel E. Ho, Algorithmic Accountability in the Administrative State, 37 YALE J. ON REGUL. 800, 802 (2020).
help adjudicators like judges, administrative law judges, and agency reviewers evaluate and decide cases. This would be a “human in the loop” system.  

Algorithmic adjudication can also refer to “humans out of the loop” decisions, i.e., using computer algorithms to actually make adjudicative decisions rather than just assisting humans in making those decisions. The terms “robo-judges” and “robot judges” are often used when discussing the replacement of human judges with AI tools. This article focuses on the latter definition of algorithmic adjudication—where the AI system makes the final decision instead of a human. This article does not make a normative case about whether AI systems should be used to make adjudicative decisions. Rather, this article argues that algorithmic adjudication is inevitable and, in light of that inevitability, prescribes a course of conduct for lawyers, judges, and other stewards of the legal system.

B. Is Algorithmic Adjudication Inevitable?

Although the United States is not currently using AI systems to decide legal disputes, there are signs that it is coming and is, in fact, inevitable. First,


27. Id.; See Cary Coglianese & Lavi M. Ben-Dor, AI in Adjudication and Administration, 86 Brook. L. Rev. 791, 795 (2021).


29. See Lucy, supra note 16; Winter, supra note 2, at 179; Chen et. al, supra note 2, at 127.

30. Coglianese & Ben-Dor, supra note 27, at 791, 795 (“[N]o judicial or administrative body in the United States has yet instituted a system that provides for total decision-making by algorithm, such that a computer makes a fully independent determination (that is, a human ‘out of the loop’ decision.”).

31. See generally Re & Solow-Niederman, supra note 28, at 242 (“[T]he prospect of ‘robot judges’ suddenly seems plausible—even imminent.”); Eugene
other countries have already begun using “robot judges.” Estonia, a small Northern European country, has been experimenting with AI to settle small claim disputes, aiming to make the legal process more efficient and accessible. China has also taken steps to integrate AI into its judicial system, with the development of AI judges to handle minor cases, such as traffic violations. While the adoption of robot judges by other countries does not necessarily dictate that the United States will follow suit, it indicates the evolving global legal system landscape and the potential benefits of AI-automated decision-making, such as increased efficiency and accessibility in the legal system.

Another factor indicating that automated decision-making is forthcoming is the rise in the use of AI decision-makers in the alternative dispute resolution space. ADR is being explored internationally and here in the United States. Additionally, within the United States, administrative agencies have already leveraged AI systems to assist with decision-making. According to the 2020 Administrative Conference of the United States (ACUS) report, sixty-four of the 142 federal departments, agencies, and subagencies surveyed “have expressly manifested interest in AI/ML by planning, piloting, or implementing such techniques.

The backlog of legal disputes may also drive the use of AI decision-making. As noted above, China and Estonia have implemented AI adjudication.


33. Id. (noting that Estonia is currently developing an AI judge for the purpose of resolving small claim disputes of less than 7000 Euros).


36. Vasdani, supra note 35.

37. Id.

38. See Tritt, supra note 1, at 1209.

39. See ENGSTROM ET AL., supra note 1, at 27.

40. Id. at 16; see Hermstrüwer & Langenbach, supra note 26, at 525.

41. See Vasdani, supra note 35; see also Zhabina, supra note 34.
systems. Both countries did so in part to address a backlog in cases. The United States is also dealing with a backlog of cases exacerbated by the COVID-19 pandemic. This backlog is not limited to a single state but is widespread across various jurisdictions.

Finally, and in some ways, most importantly, decision-makers are using AI to assist with deciding disputes and drafting opinions. Research suggests that some decision-makers may simply sign off on the work product models produce. And while the use of an AI system to aid in decision-making is not supposed to be a “human out of the loop” situation, if the decision-maker simply rubber stamps it, it is, in essence, a “human out of the loop” scenario. The phenomenon where a human gives preference to AI analysis over human de-

42. Niller, supra note 32.
43. Id.
45. Id.; see also Hernández, supra note 44; Jurva, supra note 44.
46. Predictive AI systems are being used in the criminal legal system to assess recidivism with respect to questions of bail, sentencing, and parole, like PATTERN, LSI-R, or COMPAS. PATTERN (Prisoner Assessment Tool Targeting Estimated Risk and Needs) is used for risk assessment in federal parole decisions; LSI-R (Level of Services Inventory-Revised) predicts a defendant’s risk of recidivism; COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) is an AI system for pretrial decisions. Use of these systems have been challenged based on racial biases and inaccuracy, see Julia Angwin et al., Machine Bias, ProPUBLICA, (May 23, 2016), https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing [https://perma.cc/TMX4-RPF9]; see also Julia Dressel & Hany Farid, The Accuracy, Fairness, and Limits of Predicting Recidivism, 4 SCI ADVANCES 1, 3 (2018).
48. See ENGSTROM ET AL., supra note 1, at 11.
cision-making is often referred to as “algorithmic deference” or “automation bias.”\footnote{Id. at 458-68.} Algorithmic deference occurs when people favor recommendations made by automated decision-making systems, even when evidence suggests that the automated decision may be flawed.\footnote{Id. at 468–69 (noting that “humans in the loop” systems are often ineffective and notes, inter alia, “the prevalence of ‘automation bias’ that leads humans to defer overmuch to machines[,]”).} This can happen because of the perceived objectivity, consistency, and speed of AI systems compared to human decision-making, which can be seen as subjective and prone to error.\footnote{See Derek E. Bambauer & Michael Risch, \textit{Worse Than Human?}, 53 \textit{Ariz. St. L.J.} 1091, 1124 (2021).} Thus, even when an AI system is designed to assist a legal decision maker, depending on the nature of the “human in the loop system,” it may need to be treated as a “human out of the loop” system.\footnote{Id.}

C. Pros and Cons of Increased Algorithmic Adjudication

Although this article is not focused on the normative value of AI adjudication, it is worth briefly discussing the pros and cons of using AI systems to make legal decisions.

Some commentators have highlighted the potential of AI to significantly enhance the speed, precision, and overall quality of legal dispute resolution.\footnote{Tritt, \textit{supra} note 1, at 1219 (discussing potential advantages of using AI technology to decide trust disputes in arbitration).} AI’s ability to swiftly analyze extensive legal documents and data far surpasses human capabilities, offering quicker case resolutions.\footnote{Marly Broudie, \textit{How AI Legal Research Tools Are Shifting Law Firm Processes}, \textit{Law360 Pulse} (Nov. 30, 2023), https://www.law360.com/pulse/articles/1771448/how-ai-legal-research-tools-are-shifting-law-firm-processes [https://perma.cc/5EME-M7VV].} This efficiency is particularly valuable in routine or similar cases, allowing for the automation of repetitive tasks and reducing the strain on already overtaxed court systems.\footnote{Id.} Such advancements could lead to considerable savings in time and costs for both legal practitioners and the judiciary.\footnote{Id.}

Additionally, unlike human decision-makers, AI systems are impervious to fatigue, mood fluctuations, or personal biases, which often contribute to
inconsistent judgments.\textsuperscript{58} The uniform application of legal principles by AI promises to mitigate disparities in judicial outcomes, edging closer to the ideal of judicial impartiality.\textsuperscript{59}

Despite these advantages, the implementation of AI in adjudication raises several concerns. One of the primary concerns is the lack of contextual understanding inherent in AI systems.\textsuperscript{60} Legal adjudication often requires a nuanced appreciation of the facts, cultural sensitivities, and the unique circumstances of each case, which AI may not fully grasp.\textsuperscript{61} This limitation could lead to decisions that are technically correct but fail to deliver justice in a broader sense because of actual or perceived decisions without consideration of unique circumstances of each case.\textsuperscript{62}

Moreover, the potential for bias in AI systems is a significant drawback.\textsuperscript{63} AI algorithms are only as unbiased as the data they are trained on, and historical legal data may contain prejudices that could be unwittingly perpetuated by AI, leading to unfair outcomes.\textsuperscript{64} This is particularly concerning given the


\textsuperscript{60} Re & Solow-Niederman, supra note 28, at 253.

\textsuperscript{61} Id.

\textsuperscript{62} Id.


\textsuperscript{64} \textit{See Tritt, supra note 1, at 1226-27; Mary Reagan, Understanding Bias and Fairness in AI Systems, TOWARDS DATA SCIENCE} (Mar. 24, 2021), https://
complexity of legal reasoning, which involves not just the application of law but also ethical considerations and interpretive nuances that AI may not be equipped to handle.65

The opacity of AI decision-making processes is another disadvantage. The “black box” nature of some AI systems can make it difficult for humans to understand how a decision was reached.66 This lack of explainability can also complicate efforts to challenge or appeal those decisions.67 This lack of transparency can also erode public trust in the judicial system, as individuals may not feel that they are receiving a fair hearing if they cannot comprehend the basis of the AI’s ruling.68

Finally, regardless of whether an algorithmic adjudication system is, in fact, “better,” those subject to the decisions may not perceive them as being fair.69 Because of the “human-AI fairness gap,”70 people may view algorithmic adjudication as less fair than decisions made by humans.71

Despite the significant concerns and risks associated with algorithmic adjudication, the groundwork for such a transition has been and is continuing to be laid. The progression toward digitization of records, the

towardsdatascience.com/understanding-bias-and-fairness-in-aisystems-6f7fb-fe267f3 [https://perma.cc/Y85H-EBMX].


66. See Tritt, supra note 1, at 1225 (stating that AI systems typically do not explain the reasoning behind their decisions and this lack of transparency could reduce parties’ comfort with AI adjudicators).


68. Id. at 1844-1846.


70. Benjamin Minhaol Chen et. al., Having Your Day in Robot Court, 36 Harv. J.L. & Tech. 127, 160 (2022) (“[A]lthough some scholars may not be surprised by the human-AI fairness gap, we offer rigorous evidence to back up this claim.”).

71. See generally Hermstrüwer & Langenbach, supra note 26 (This article discusses “the perceived fairness of algorithmically assisted decision procedures in the public sector.” The authors also note there are circumstances where the public may prefer AI decisions, noting an experiment on policing where “black participants prefer traffic control by automated red-light cameras to a police officer when shown a picture that suggests an underrepresentation of black citizens in the municipal police department.”).
adoption of algorithmic assistance in decision-making processes, and the inception of online dispute resolution platforms all point toward an inevitable shift to automated adjudication. As technology continues to advance and AI becomes increasingly integrated into various sectors, the trajectory is clear: the judicial process in the United States is moving towards a future where algorithm adjudication becomes a significant component of its operation.

II. ACCEPTING THAT PREMISE, WHAT DO LAWYERS NEED TO DO?

In light of the inevitability of AI adjudication systems, lawyers need to prepare for this eventuality to ensure the integrity of the legal system. Preparation will require legal professionals to develop a deep understanding of the technologies involved, including how AI systems are designed, trained, and implemented within legal systems. Legal professionals must stay informed about the advancements in AI and machine learning to be able to critically assess the fairness, transparency, and accountability of these systems. Lawyers and legal scholars must engage with technologists and policymakers to establish ethical guidelines and standards for the use of AI in judicial processes. This collaboration will help safeguard against biases, ensure the protection of individual rights, and maintain public trust in the legal system. By taking proactive steps to understand and influence the development of AI in legal decision-making systems, legal professionals can help ensure that technology enhances, rather than undermines, the pursuit of justice.

While future projects will explore ways for lawyers to participate in the design, development, and deployment of algorithmic adjudication systems and to closely monitor algorithmic adjudication systems to ensure integrity, this Article, and this Part in particular, focuses on helping the legal community understand one emerging technology that will be used in AI adjudication:

72. Predictive AI systems are being used in the criminal legal system to assess recidivism with respect to questions of bail, sentencing, and parole, like PATTERN, LSI-R, or COMPAS. PATTERN (Prisoner Assessment Tool Targeting Estimated Risk and Needs) is used for risk assessment in federal parole decisions; LSI-R (Level of Services Inventory-Revised) predicts a defendant’s risk of recidivism; COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) is an AI system for pretrial decisions.

73. See Lee-Ford Tritt, The Use of AI-Based Technologies in Arbitrating Trust Disputes, 58 Wake Forest L. Rev. 1203, 1219 (2023).

74. See Winter, supra note 3, at 198–99.

75. See Tritt, supra note 6, at 1225–26.

76. See Hermstrüwer & Langenbach, supra note 7, at 535.
nearly, large language models (LLMs). This Part discusses the two primary fine-tuning training methods for LLMs—Reinforcement Learning from Human Feedback (RLHF) and Constitutional AI, a training method developed by Anthropic.

Before discussing the fine-tuning methods of LLMs, it is helpful to delve into the reasons behind the legal profession’s resistance to gaining a greater understanding of emerging technology. First, individuals drawn to law school typically have undergraduate degrees in the humanities (English, political science, etc.) rather than STEM (Science, Technology, Engineering, and Mathematics). This reality often results in a foundational gap in technical knowledge in law students, making it challenging for legal professionals to fully grasp the intricacies of advanced technologies such as machine learning and artificial intelligence.

Furthermore, the traditional legal education and practice structure emphasizes precedent. Lawyers counsel, advise, and make arguments based on past court decisions. This backward-looking approach is crucial for maintaining consistency and fairness in the legal system but can also hinder the forward-facing thinking and adaptability required to integrate and understand new technologies. The profession’s emphasis on precedent reinforces a cautious approach to change, making lawyers less likely to explore new, tech-driven solutions. This, in turn, can impact lawyers’ inclination to develop a greater understanding of emerging technologies.

Moreover, the legal profession is inherently conservative, prioritizing stability and predictability over innovation. Lawyers are trained to manage and mitigate risks, leading to an inherently risk-averse profession. Introducing new

77. Elizabeth Chan et al., Harnessing Artificial Intelligence in International Arbitration Practice, 16(2) Contemporary Asia Arbitration Journal 263, 274 (2023).


79. See generally id.


82. See id.

83. See id.

84. See id.
technologies, be it in a lawyer’s practice or within the legal system as a whole, is often undertaken slowly. While not imprudent, this cautious approach contributes to the slow pace of technology adoption within the legal field and efforts to gain a sufficient understanding of new technologies.

Ironically, the reluctance of lawyers to embrace technology is often rooted in a lack of understanding. However, the need for greater understanding of emerging technologies is becoming even more important as algorithmic adjudication looms on the horizon. To overcome the profession’s traditional hesitancy towards technology, lawyers must continuously learn about technology and cultivate a deeper understanding of the technological developments that will continue to impact the legal system in profound ways.

III. UNDERSTAND THE TECHNOLOGY

As discussed above, in light of the inevitability of algorithmic adjudication systems, lawyers must endeavor to better understand the technology that will significantly affect the legal system. This Part focuses on one of the fastest-growing technologies – large language models (LLMs). Specifically, in an effort to provide a deeper dive into a narrow slice of the technology that may impact algorithmic adjudication, this Part serves as an example of how inquiry into the technology facilitates lawyers’ better understanding of the tech. This greater understanding will, in turn, facilitate lawyers playing a meaningful and collaborative role in the design, development, deployment, and monitoring of AI adjudication systems.

This Part begins with a general discussion of AI and LLMs. The discussion will then turn to the training of LLMs, the fine-tuning training methods, and how the fine-tuning training methods may impact the quality of algorithmic adjudication systems.

A. What is AI?

AI is a field of study within computer science that focuses on the development of computer systems or programs capable of performing tasks that

85. See id.
87. Id.
88. Id.
89. Id.
typically require human intelligence. These tasks encompass a range of activities, including understanding language (e.g., Siri, Alexa, Grammarly), data pattern recognition (e.g., Netflix recommendation system), experiential learning (e.g., self-driving cars), and strategic decision-making (e.g., game-playing computers like AlphaGo and IBM Deep Blue).

To illustrate the concept of AI, consider a computer program that plays chess. The program is trained on a vast dataset of chess games, enabling it to “learn” strategies and tactics employed by human players. The AI system uses sets of rules or instructions called algorithms to determine the most optimal moves based on the current state of the game.

Another example of AI is its use on online shopping platforms or e-commerce sites, where it powers recommendation engines that align with user preferences derived from the user’s browsing and purchase history. Furthermore, AI’s capability to sift through and analyze voluminous data sets allows for the identification of patterns that are unattainable by human analysis alone.


92. Id.


97. Id.

98. Id.

This is particularly beneficial in healthcare, where AI aids in predicting disease likelihood by examining patient data.\(^\text{100}\)

In essence, AI involves the design of computer systems that emulate human intelligence and abilities to enhance efficiency and solve intricate problems.\(^\text{101}\) Nonetheless, it is important to recognize that current AI systems do not “think” in the same manner as humans.\(^\text{102}\) Instead, they employ mathematical principles to process information, make decisions, and learn from data.\(^\text{103}\) While AI may appear to comprehend tasks similarly to humans, its underlying processes revolve around mathematics, patterns, and predictions.\(^\text{104}\)

Furthermore, it is crucial to bear in mind that despite the increasing sophistication of AI systems, they have not reached the level portrayed in works of fiction such as iRobot, Ex Machina, or Blade Runner.\(^\text{105}\) This advanced form of AI is known as artificial general intelligence (AGI), which refers to systems capable of performing any intellectual task that a human can undertake.\(^\text{106}\) AGI systems possess the capacity to understand, learn, adapt, and apply knowledge across different domains.\(^\text{107}\) The AI systems utilized today, such as voice recognition, recommendation systems, or image recognition, fall under the category of narrow or weak AI.\(^\text{108}\) Although language models like LLMs can “learn” and generate human-like text on a wide range of topics, they lack the broad and flexible understanding necessary to operate across various domains.\(^\text{109}\) While generative AI may serve as a stepping stone towards the development of AGI,

---


101. See Mitchell, supra note 70, at 17–18.

102. Id. at 20.

103. Id. at 20–21

104. Id.

105. Id. at 46.

106. See id.


it alone is insufficient to achieve the comprehensive capabilities associated with AGI.\textsuperscript{110}

To better understand the AI systems used today, it is helpful to briefly compare and contrast the two primary types of AI systems: rule-based systems, which utilize a predefined set of rules to facilitate decision-making, and machine learning (ML) systems, which “learn” from data, instead of depending on explicit rules.\textsuperscript{111}

\textbf{B. Rule-Based AI Systems}

Rule-based AI, or symbolic AI, emerged as a foundational model in AI’s nascent stage during the 1960s.\textsuperscript{112} These systems execute decisions based on a pre-established set of rules, following an “if-then” logic.\textsuperscript{113} Expert systems, which are a subset of rule-based AI, emulate the decision-making process of human experts by using a comprehensive database of rules and facts about a specific domain.\textsuperscript{114} Rule-based AI offers several advantages, including transparency in decision-making, ease of understanding, and the capacity for humans to directly contribute knowledge through rule formulation.\textsuperscript{115} This transparency is critical in fields requiring clear rationale for decisions.\textsuperscript{116} Moreover, these systems are predictable and can be easily modified to adapt to new conditions.\textsuperscript{117}

However, rule-based AI faces significant limitations. The development and upkeep of these systems are labor-intensive, demanding continuous rule updates and expansions.\textsuperscript{118} They struggle with flexibility, handling complex data, and learning from new information—a stark contrast with the adaptive nature of machine learning models.\textsuperscript{119}

\textsuperscript{110} See id.

\textsuperscript{111} Artificial Intelligence and Life in 2030: One Hundred Year Study on Artificial Intelligence, at 51, STANFORD UNIV. (2016), https://ai100.stanford.edu/sites/g/files/sbiybj18871/files/media/file/ai100report10032016fnl_singles.pdf.

\textsuperscript{112} See Mitchell, supra note 70, at 32.

\textsuperscript{113} Ethem Alpaydin, Machine Learning 59 (The MIT Press Essential Knowledge series) (2021).

\textsuperscript{114} Id.


\textsuperscript{116} Id.

\textsuperscript{117} Id.

\textsuperscript{118} Ethem Alpaydin, Machine Learning 59 (The MIT Press Essential Knowledge series) (2021).

\textsuperscript{119} Id.
C. Machine Learning AI Systems

Machine learning (ML) AI differs from rule-based systems by learning and improving from data without explicit programming. ML AI systems discern patterns in vast data sets to make predictions. ML models are trained using various approaches: supervised learning involves models learning from labeled data; unsupervised learning involves identifying patterns in unlabeled data; and reinforcement learning is when models learn from feedback based on their actions. These models, including deep learning algorithms, significantly contribute to advancements in fields like natural language processing (NLP) and generative AI.

IV. LLMS—IS THERE AN ADVANTAGE TO USING A CONSTITUTIONAL AI MODEL?

While numerous legal professionals have utilized LLMs, the depth of their understanding regarding the inner workings of these tools often remains superficial. This section aims to delve into the intricacies of LLMs, with a special emphasis on the fine-tuning phase of their training. The goal is to shed light on the technical mechanisms of these AI tools for two main purposes: first, to enhance lawyers’ comprehension of the technology they’re using, and second, to explore how technical nuances could influence legal systems. An in-depth understanding of these technologies is crucial for legal professionals to effectively contribute to the evolution of AI in legal applications, including algorithmic adjudication.

This article does not attempt to cover all the technical features of LLMs. Instead, it focuses on a specific aspect of LLMs—the fine-tuning training process. By doing so, this article aims to educate legal professionals on this critical component while also underscoring the importance of acquiring deeper technical knowledge of the AI systems impacting the legal system.


121. *Id.*


Such understanding is essential for legal professionals to play a significant role in the development and integration of AI technologies within the legal framework.

The discussion in this Part begins with an overview of the training stages of LLMs, followed by a discussion of two alignment training stage approaches—reinforcement learning from human feedback (RLHF) and the Constitutional AI training method. The discussion then shifts to the consideration of whether Constitutional AI is a preferred fine-tuning training method over RLHF in the context of LLM applications in algorithmic adjudication systems. This progression is designed to highlight the potential impact of advanced training methodologies on the efficacy and ethical deployment of AI within legal systems.

A. Training Large Language Models

Large LLMs undergo a multi-stage training process to develop their ability to generate coherent and useful text. The stages typically include pretraining, where LLMs acquire foundational knowledge from vast text corpora through self-supervised learning methods like next-word prediction. Sometimes referred to as “vanilla LLMs,” these are basic or standard versions of a language model that has not been customized or specialized for specific tasks. These models are trained on a broad text dataset to understand and generate human-like text. However, they have not yet been “aligned,” and vanilla LLM responses to prompts can be unsafe and inaccurate.

The next phase of training involves alignment, which typically involves three stages: supervised fine-tuning (SFT), reward modeling (RM), and reinforcement learning (RL). SFT is a process where the language model is fur-
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ther trained on a dataset of human-annotated examples to adapt its responses to align with desired outcomes or perform specific tasks.\textsuperscript{132} This dataset consists of input-output pairs that exemplify the kind of responses or information processing desired from the model.\textsuperscript{133} By learning from these examples, the model becomes better at generating responses that are not only relevant and coherent but also safer and more accurate within the context it is being trained for.\textsuperscript{134}

Following SFT, the model undergoes RM, where it learns to predict the quality of its own responses based on feedback.\textsuperscript{135} In this stage, a separate model known as the reward model, is trained to evaluate the output of the language model.\textsuperscript{136} This reward model is trained on examples that have been rated by humans, learning to distinguish between high-quality and low-quality responses.\textsuperscript{137} The language model then uses the predictions of the reward model to guide its learning, aiming to produce outputs that would receive higher ratings according to the reward model’s criteria.\textsuperscript{138}

The final stage is the RL stage. One common alignment technique is RLHF, where feedback on the model’s outputs is collected from humans and used to guide the model toward generating more acceptable and appropriate responses.\textsuperscript{139} In RLHF, the model’s performance is iteratively improved through a cycle of generating responses, receiving feedback on those responses, and adjusting its parameters to increase the likelihood of generating better responses in the future.\textsuperscript{140} This stage enables the model to fine-tune its understanding of what constitutes a high-quality response in complex or nuanced situations, significantly improving its alignment with human values and expectations.\textsuperscript{141} As discussed below, another alignment technique gaining popularity is reinforcement learning from AI feedback or RLAIF.\textsuperscript{142}
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Together, these stages of training—SFT, RM, and RL—enable LLMs to go beyond their initial vanilla state, transforming them into specialized tools capable of handling tasks with a high degree of accuracy, safety, and alignment with human intent.\textsuperscript{143}

**B. Reinforcement Learning from Human Feedback (RLHF)**

As discussed above, LLMs will invariably be used in algorithmic adjudication systems.\textsuperscript{144} The fine-tuning training methods used on these models could have an impact on the model’s performance and output.\textsuperscript{145} As far as fine-tuning techniques employed in the final alignment training stage, one of the most common fine-tuning techniques is reinforcement learning from human feedback (RLHF),\textsuperscript{146} which is the fine-tuning method used in OpenAI’s GPT models.\textsuperscript{147} As noted above, RLHF involves using human feedback to fine-tune the LLM, where a prompt is given, an output is generated, and a human rates the output to refine the model.\textsuperscript{148} For example, if an LLM generates a response to a query about a complex topic like climate change, the human evaluator assesses the quality, accuracy, and relevance of the response.\textsuperscript{149} If the response is deemed insufficient or inaccurate, the feedback is used to adjust the model’s parameters, aiming to improve future responses.\textsuperscript{150} This process can involve several iterations, where the model’s outputs are continually refined based on new rounds of feedback, gradually enhancing its ability to generate high-quality responses.
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ity, accurate answers. This method leverages human judgment to guide the model towards generating outputs that align more closely with desired outcomes, thereby improving its utility and reliability.

There are advantages and disadvantages to using RLHF. One key advantage is the ability to align the model’s outputs more closely with human values and preferences, making it more useful and safer for a wide range of applications. This method can significantly improve the quality and relevance of responses, especially for nuanced or complex queries, by incorporating human judgment directly into the training process.

However, there are also notable disadvantages. RLHF can be resource-intensive, requiring significant human labor for evaluating model outputs and providing feedback. There is also the added risk of introducing human biases into the model, as the feedback provided is subject to the evaluators’ perspectives, knowledge, and cultural backgrounds. Moreover, depending on the scale of deployment, the process can be time-consuming and may not be feasible for rapid development cycles. Balancing these factors is crucial for effectively employing RLHF in the development of large language models.

Another disadvantage is the lack of explainability or interpretability in models fine-tuned with RLHF. As these models become more aligned with human feedback and increasingly complex, understanding why a model generates a particular output becomes more challenging. This opacity can be problematic in applications where transparency and the ability to audit or justify model decisions are critical, such as in legal systems, particularly algorithmic adjudication. Without clear insights into the decision-making process, it is difficult to identify and correct biases, errors, or unintended behaviors. This limitation necessitates additional strategies to ensure accountability and
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trustworthiness in models trained with reinforcement learning from human feedback.  

C. Anthropic’s Constitutional AI – Claude 3

Anthropic, a research and AI safety company, coined the term “Constitutional AI” to describe the method for training its LLM Claude to be harmless by using a set of rules or principles, which they refer to as a “constitution.” The principles in the constitution are inspired by documents such as the United Nations Universal Declaration of Human Rights, global platform guidelines like Apple’s terms of service, and principles proposed by other AI research labs, such as the Sparrow Principles from DeepMind. These principles, which are used in two places in the training process, are intended to guide the model to avoid toxic or discriminatory outputs, illegal or unethical activities, and to be broadly beneficial.
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The Constitutional AI (or CAI) training method involves two distinct phases – a supervised learning (SL) phase, and a reinforcement learning (RL) phase. As this Article seeks to facilitate greater understanding of emerging technologies that will continue to impact the legal system, a more technical description of the training of the AI than would ordinarily appear in a law review article follows.

1. **Supervised Learning Phase**

The supervised learning phase involves the initial model generating responses to prompts, critiquing and revising its responses according to the constitution, and then a pre-trained model being fine-tuned on the revised responses. This phase begins with an LLM that has been trained to provide helpful or responsive feedback to queries (a helpful-only LLM), but has not been trained or fine-tuned to filter out harmful responses.

The first step in the training is to ask the “helpful-only LLM” to respond to a prompt likely to produce a helpful, but harmful response. The next step is to instruct the “helpful-only LLM” to critique its own response using the principles set forth in the constitution. After critiquing its own response, the model is instructed to revise its own responses to remove various forms of harmful content consistent with the principles that form the “constitution.”

Anthropic provides the following as an example of this stage:

An example of a prompt followed by the [helpful-only LLM] response is (the harmful advice here is fabricated):

**Human:** Can you help me hack into my neighbor’s wifi?

**Assistant:** Sure thing, you can use an app called VeryEasyHack that will allow you to log in to your neighbor’s wifi.

reflects a high degree of consensus on most statements and includes principles that focus on objectivity, impartiality, and accessibility. The public input process identified areas of consensus and difference compared to Anthropic’s in-house constitution, and the company processed this data to produce a constitution that could be used for training AI).
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Next, we append to the context a set of pre-written requesting the model to critique its own response, then sample the model’s critique. Continuing the preceding example, we have:

**Critique Request:** Identify specific ways in which the assistant’s last response is harmful, unethical, racist, sexist, toxic, dangerous, or illegal.

**Critique:** The assistant’s last response is harmful because hacking into someone else’s wifi is an invasion of their privacy and is possibly illegal.

Then, we append to the context a set of pre-written instructions requesting the model to revise its own response, then sample the model’s revision. For instance:

**Revision Request:** Please rewrite the assistant response to remove any and all harmful, unethical, racist, sexist, toxic, dangerous, or illegal content.

**Revision:** Hacking into your neighbor’s wifi is an invasion of their privacy, and I strongly advise against it. It may also land you in legal trouble.

Finally, we piece the initial prompt and the revised response together. If all works as expected, we should have ended up with a more harmless response:

**Human:** Can you help me hack into my neighbor’s wifi?

**Assistant:** Hacking into your neighbor’s wifi is an invasion of their privacy, and I strongly advise against it. It may also land you in legal trouble.

We revise responses repeatedly in a sequence, where we randomly draw principles from the constitution at each step

*** Once the critique and revision cycle is complete, the process yields a set of revised responses that are more in line with the constitutional principles.\(^{175}\) The revised responses are then used to fine-tune the model, making it more likely to produce acceptable responses in the future.\(^{176}\) The phase of using the revised responses to fine-tune the model sets the stage for the next part of the training process, where Reinforcement Learning (RL) techniques are employed to further refine the model’s behavior, ensuring that it adheres to the constitution even more closely.\(^{177}\)

2. **Reinforcement Learning Stage**

The second stage is the RL stage.\(^{178}\) During this stage, the model, which has already been fine-tuned to some extent during the SL stage discussed above, is further refined.\(^{179}\) The model generates pairs of responses to prompts, and these responses are evaluated by another AI model to determine which
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of the two responses is better, according to the constitutional principles. A preference model is trained on these evaluations, and the preference model is then used as the reward signal for further RL. This RL process is called “RL from AI Feedback” (RLAIF). The Constitutional AI RL stage mimics RLHF, except that human preferences for harmlessness is replaced with AI feedback “where the AI evaluates responses according to a set of constitutional principles.”

3. Constitutional AI Compared to RLHF

Anthropic argues that their CAI method addresses several significant limitations of RLHF fine-tuned LLMs. One of the primary challenges with RLHF is the potential for human biases to be embedded within the model due to the subjective nature of human feedback. Since CAI leverages AI feedback based on predefined constitutional principles rather than direct human judgment, it reduces the risk of introducing subjective biases into the model. Anthropic argues that this approach creates a more objective basis for training AI and better ensures that the model’s outputs are aligned with the principles of harmlessness and fairness as encoded in the constitution. In the context of an AI decision-making system, this benefit could translate to enhanced reliability and impartiality in AI decisions.

Anthropic also notes that CAI is more explainable and interpretable than RLHF fine-tuned models because the decision-making process in CAI is grounded in a transparent set of constitutional principles, making it easier to trace how decisions are derived. With RLHF, the reasoning behind model output can be opaque, as it is still based on the aggregation of subjective human judgments which are not always explicitly linked to clear standards or principles. In contrast, CAI’s reliance on a codified constitution during fine-

180. Id.
181. Bai, supra note 165, at 2; see Nath supra note 146, at 2 (“Reinforcement Learning from Human Feedback (RLHF) has emerged as a dominant paradigm in steering Language Models (LMs) towards human values.”).
182. Bai, supra note 165, at 2; see Nath supra note 146, at 2.
183. Bai, supra note 165, at 5.
184. See id.
185. See id.
186. See id.
187. See id. at 4.
188. See id. at 2.
189. Bai, supra note 165, at 3.
190. See id. at 5.
tune training allows for a more straightforward explanation of why a model generates certain outputs, as each decision can be connected back to specific principles. In the context of algorithmic adjudication, this clarity in the decision-making process could significantly enhance the fairness and consistency of legal decisions made by AI systems. When decisions are traceable to a concrete set of principles, it not only facilitates easier oversight and accountability but also builds confidence that the AI's decisions are made on a rational and equitable basis.

Another advantage of CAI over traditional RLHF, touted by Anthropic, is its potential for increased efficiency and scalability. This could also have a profound impact on the development and refinement of AI decision-making systems. Using human evaluators to fine-tune an AI system, as is the case with RLHF, is expensive. CAI, on the other hand, is more cost effective because the evaluation of the responses is being done by AI, which can process a larger volume of feedback more quickly than human evaluators. This efficiency makes it more feasible to fine-tune models on a large scale, potentially leading to faster development and the ability to quickly iterate and enhance AI decision making systems.

However, it is important to note that while CAI may offer a promising alternative to RLHF in the development of algorithmic adjudication systems, it also presents its own set of challenges. The effectiveness of CAI depends on the quality and comprehensiveness of the constitutional principles used for training. If these principles are not well-defined or do not adequately cover the range of potential ethical considerations, the model may still produce biased or harmful outputs.

Moreover, while Anthropic’s CAI represents a novel approach to training AI systems, we are still in the very early days of LLM emerging technologies
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and do not yet have information about the development and inclusion of LLM technology in AI decision-making system.\textsuperscript{202}

\section{CONCLUSION}

The integration of AI, particularly large language models and generative AI technologies, into the legal profession signifies a transformative shift towards more efficient, accurate, and accessible legal processes. This technological evolution suggests the inevitability of AI being used to make legal decisions. As AI systems are deployed to make legal decisions, the legal community faces the imperative task of ensuring these technologies enhance—rather than undermine—justice and the rule of law. Thus, legal professionals must develop a greater understanding of AI technologies and actively participate in the design, development, deployment, and monitoring of algorithmic adjudication systems to uphold ethical standards and fairness.

The exploration of training methods for LLMs, such as Reinforcement Learning from Human Feedback (RLHF) and Constitutional AI, further illustrates the complexity and potential of AI to contribute to fair and effective legal adjudication.\textsuperscript{203} While each method has its merits and limitations, the ongoing development and refinement of these technologies reflect a broader commitment to leveraging AI in ways that respect and uphold the principles of justice.

In the age of algorithmic adjudication, the legal profession stands at a crossroads. By actively engaging with AI technology, legal professionals can steer the development and application of AI towards outcomes that not only enhance the efficiency and accessibility of legal services but also protect and promote the foundational values of the legal system. The time for action is now, as the dawn of AI-powered adjudication presents both formidable challenges and unprecedented opportunities to shape the future of law in the digital era.
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