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LIABILITY RULES FOR AUTOMATED 
VEHICLES: DEFINITIONS & DETAILS

William H. Widen & Philip Koopman*

ABSTRACT

This paper explains how the law ought to assign liability for automated 
vehicle accidents by providing an example of a proposed statute. We advo-
cate for the creation of the legal fiction of a “Computer Driver,” which can 
have negligence liability, anytime a court or jury determines that the Computer 
Driver’s behavior failed to imitate or exceed the level of care we would expect 
of an attentive and unimpaired Human Driver in similar circumstances. We 
then use this concept to explain how to determine contributory negligence and 
comparative fault when control of a vehicle is transferred from a Computer 
Driver to a Human Driver by specifying a portion of time during the take-over 
transition period in which the Human Driver cannot have contributory negli-
gence or comparative fault as a matter of law. We have proposed and defended 
these views in contemporaneous traditional law review articles, but to achieve 
the needed regulatory reform, our suggestions must be presented in a form 
containing proposed statutory language for adoption by a legislature. To that 
end, we make our case in this paper by presenting proposed legal definitions 
and explanatory legislative history for use by legislatures to implement our 
recommended structure. We use this non-traditional presentation because we 
believe the complexity associated with automated driving technology can only 
be fully conveyed by providing the details in a precise way, with technical defi-
nitions and wording that should be familiar to engineers and safety specialists.

INTRODUCTION

This paper explains in detail how the law ought to attribute and allocate 
liability for accidents involving automated vehicles by providing definitions 
and explanations suitable for use in a new statute. Generally, the Automated 
Vehicle (“AV”) industry generally opposes legal reform of any kind, claiming 

 https://doi.org/10.25172/smustlr.27.1.5
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that existing law is sufficient to assign liability.1 This paper shows why that 
claim is mistaken.

Additionally, the definitions and explanations provided in this paper al-
low for prompt law reform to further the public interest by giving legislatures 
a head start. Our proposal of statutory language does not differ from the AV 
industry’s practice of shadow drafting proposed state legislation favorable to 
the industry and providing it to legislators for enactment in a statute. The dif-
ference is that our proposal promotes judicial efficiency and fair outcomes in 
litigation whereas the proposed legislation provided by the AV industry merely 
serves self-interest without promoting public welfare.

Our overall academic project advocates for a new statute that establishes 
the legal fiction of a “Computer Driver” that owes a duty of care to other road 
users.2 This would allow a court or lay jury to attribute ordinary negligence lia-
bility to the Computer Driver if the court or jury determines that the Computer 
Driver’s behavior failed to imitate or exceed the level of care the law demands 
of an attentive and unimpaired human driver in similar circumstances.3 In our 

1. A written statement of Mercedes-Benz given to a reporter illustrates this po-
sition. Mercedes-Benz argues against law reform as follows: “DRIVE PILOT 
has received certification in Germany and in the U.S. (in the states of Nevada 
and California), where there are well-established legal systems for determining 
responsibility and liability on roads and highways. While they might differ be-
tween jurisdictions, they still provide the legal foundation that is the basis of the 
respective tasks and duties. These legal frameworks will continue to apply and 
can be relied on to assign liability when DRIVE PILOT is engaged.” (written 
statement on file with authors).

2. The authors did not invent this approach to liability attribution. Rather, it comes 
from pleadings in an actual automated vehicle accident case. See Complaint at 
¶¶ 15-16, Nilsson v. Gen. Motors LLC, No. 18-471 (N.D. Cal. Jan. 22, 2018), 
ECF No. 1 (illustrating plaintiff reliance solely on a theory of general negligence 
(and not defective design or failure to warn), claiming that the AV manufacturer 
had breached its duty of care because the vehicle itself—and not the backup 
driver—drove in a negligent manner that caused the plaintiff’s injury). The case 
settled before trial. Huu Nguyen describes Nilsson in Artificial Intelligence and 
Tort Liability: The Evolving Landscape, Prac. L. Litig., May 23, 2022, Westlaw.

3. The idea of imposing a duty of care on an automated vehicle has some industry ac-
ceptance as reflected in an answer to a complaint. See Answer ¶ 15, Nilsson v. Gen. 
Motors LLC, (N.D. Cal. Jan. 22, 2018), ECF No. 18 (stating that “GM admits that 
the Bolt was required to use reasonable care in driving”). In its answer to the Nils-
son complaint, GM admitted that the vehicle itself was required to use reasonable 
care in driving. The issue that remains is identification of the party with financial 
responsibility for breach of the duty of care. The plaintiff’s theory in Nilsson identi-
fied the manufacturer as the party responsible if the vehicle’s behavior violates the 
duty of care.. This acceptance is not, however, universal. See, e.g., Pete Bigelow, 
Mercedes-Benz Addresses Level 3 Legalities; Lawyers Say Uncertainty Lingers, 
Auto. News (June 29, 2023, 5:39 AM), https://www.autonews.com/mobility-report/
mercedes-drive-pilot-automated-system-poses-legal-questions [https://web.archive.
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proposed statutory scheme, the manufacturer of the Computer Driver has fi-
nancial responsibility for losses proximately caused by the negligent behavior 
of Computer Drivers it produced.

This paper advances our legislative agenda by explaining how to deter-
mine contributory negligence and comparative fault for the interactions be-
tween Computer Drivers and Human Drivers when control of an automated 
vehicle is transferred from a Computer Driver to a Human Driver. This is a 
most important exercise for SAE Level 34 vehicles, which Mercedes-Benz will 
deploy in California5 and Nevada6 later this year.

It specifies an amount of time during the takeover period in which the 
Human Driver cannot have contributory negligence or comparative fault as 
a matter of law. We recommend a minimum ten-second window.7 Thereafter, 
contributory negligence and comparative fault are determined based on fact-
specific circumstances of the case just as it is for human-to-human interac-
tions. Creation of a safe harbor will avoid a whole class of courtroom disputes 
over responsibility in a window period during which it is simply unreasonable 
to argue for any Human Driver responsibility because human nature and re-
sponse times already give us the answer.8 It would be inefficient to force courts 

org/web/20 230711074931/https://www.autonews.com/mobility-report/mercedes-
drive-pilot-automated-system-poses-legal-questions] (noting the Mercedes-Benz 
claim that “existing laws and regulations are sufficient”). At the Autonomous 
convention in Vienna, Austria, in September 2023 one of the authors personally 
confirmed the positions of Cruise LLC (GM’s subsidiary for robotaxis) and Mer-
cedes-Benz with representatives of those companies on a panel in which he partici-
pated. Junko Yoshida, When an AV Has the Wheel, Who’s Driving?, Ojo-Yoshida 
Report (Sept. 18, 2023), https:// ojoyoshidareport.com/when-an-av-has-the-wheel-
whos-driving/ (register to read full article).

4. See Taxonomy and Definitions for Terms Related to Driving Automation Systems 
for On-Road Motor Vehicles J3016, SAE International 1, 26 (Apr. 30, 2021)  
[hereinafter J3016], https://www.sae.org/standards/content/j3016_202104/ [https://
perma.cc/H972-L9JA].

5. Dan Mihalascu, Mercedes Drive Pilot Level 3 ADAS Approved for Use in California, 
Insideevs (June 9, 2023, 6:37 AM), https://insideevs.com/news/671349/mercedes-
drive-pilot-level-3-adas-approved-use-california/ [https://perma.cc/VJ9V-6ZJJ].

6. Jared Rosenholtz, Mercedes Beats Tesla to Level 3 Self-Driving in America, Car-
buzz (Jan. 26, 2023, 1:00 PM), https://carbuzz.com/news/mercedes-announces-
first-level-3-self-driving-for-s-class-and-eqs-sedan# [perma.cc/D2WR-VDXQ].

7. See United Nations Economic Commission for Europe, U.N. Regulation No. 157 
Automated Lane Keeping Systems (ALKS) 11 (May 3, 2021) (containing a sys-
tem specification which allows ten seconds for human takeover), https://unece.
org/transport/documents/2021/03/standards/un-regulation-no-157-automated-
lane-keeping-systems-alks [https://perma.cc/TU84-7N68].

8. See Automated Vehicles-Investigative Outcomes, National Transportation 
Safety Board (N.T.S.B), https://www.ntsb.gov/Advocacy/safety-topics/Pages/
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to repeatedly reinvent the wheel with expensive expert testimony over the pre-
cise time at which liability ought to transfer back to a human driver in multiple 
cases, as might be expected if no default minimum expectation has been set 
that can cover a large fraction of potential cases.9

The law needs a minimum takeover grace period within which the Hu-
man Driver is not at fault because of the realities of human nature and reac-
tion time—a problem sometimes identified as “automation complacency.”10 
Automation complacency is a general property of human nature not limited to 

automated-vehicles-investigative-outcomes.aspx [https://perma.cc/XZ92-CTSD] 
(last visited May 7, 2023) (the U.S. National Transportation Safety Board (NTSB) 
has identified automation complacency as a primary safety issue with vehicle au-
tomation technology, especially with regard to their recommendations H-20-3 and 
H-20-4 stemming from crash investigations involving Tesla Autopilot).

9. One of the authors has direct experience with the cost, complexity, and diffi-
culties associated with expert testimony addressing defects in computer code 
in an automotive setting. See, e.g., Belville v. Ford Motor Company, 919 F.3d 
224 (4th Cir. 2019); Johnson v. Ford Motor Company, 2018 WL 1512377 (S.D. 
W. Va. 2018); In re Toyota Motor Crop. Unintended Acceleration Marketing, 
Sales Practices, and Products Liability Litigation, 978 F. Supp.2d 1053 (C.D. Ca. 
2013). The concern that it is impracticable to pursue product liability claims re-
lated to design defects in computer code comes directly from this personal expe-
rience. Moreover, this experience exposes the paucity of persons with a technical 
background who might even qualify as experts under standards for admissibility 
of evidence set forth in cases such as Daubert v. Merrell Dow Pharmaceuticals, 
Inc., 509 U.S. 579 (1993), and expanded upon in Kumho Tire Co. v. Carmichael, 
526 U.S. 137(1999). One of the authors has explained the systemic problems of 
litigating large numbers of complex design defect claims if the introduction of 
automated vehicles had the effect of converting traditional negligence claims 
into product liability claims. See William H. Widen, Automated Vehicle Regula-
tion & the Arithmetic of Expert Witnesses: The Impact of Converting Negligence 
Claims for Auto Accidents into Strict Product Liability Claims, YouTube (Sept. 
10, 2023), https://youtu.be/ WhtxTDRvTOE.

10. See, e.g., N.T.S.B., Collision Between Vehicle Controlled by Develop-
mental Automated Driving System and Pedestrian, Tempe, Highway Ac-
cident Report NTSB/HAR19/03 at 43-44 (Mar. 2019) (discussing automation 
complacency), https://www.ntsb.gov/investigations/AccidentReports/Reports/
HAR1903.pdf [https://perma.cc/847B-9MTF]; see, e.g., Nikol Figalova et al., 
Fatigue and mental underload further pronounced in L3 conditionally auto-
mated driving: Results from an EEG experiment on a test track, ACM Digi-
tal Library (Mar. 27, 2023), https://dl.acm.org/doi/10.1145/3581754.3584133 
[https://perma.cc/SW4W-37TN] (our proposal uses control of steering on a sus-
tained basis as the defining characteristic of a “Computer Driver” because we 
associate the delegation of steering on a sustained basis by a Human Driver to a 
Computer Driver as strongly correlated with the dangerous situation of automa-
tion complacency).
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the automated vehicle context.11 It played a significant factor in determining 
fault in the famous U.S. Air water landing in the Hudson River.12 The case of 
Brouse v. U.S.13 creates particular concern because in that case the court did 
not absolve pilots of overall responsibility for safe operation of an aircraft 
simply because they had engaged an autopilot system. Users of Level 3 vehi-
cles deserve the comfort to know that they will not have liability if they use an 
automated vehicle as intended.14

The takeover of control is a process.15 It does not occur in an instant.16 
The Human Driver simply cannot have liability from the moment that the 
Computer Driver sounds the alarm for the Human Driver to take over control.17 
The Human Driver can have negligence liability, or contributory negligence, 
or comparative fault only after a fair opportunity to assume responsibility for 
safe operation of the vehicle. We have proposed and defended these views 
in contemporaneous traditional law review articles.18 This paper makes those 
proposals concrete, as the devil is in the details when it comes to turning our 
legislative initiatives into reality.

We make our case in this paper by presenting proposed legal definitions 
and explanatory legislative history to show how to attribute and allocate li-
ability in our recommended structure. We use this nontraditional presenta-
tion because the intersection of driving automation technology and safety is 

11. Automation complacency: Yet another distraction problem, N.T.S.B. Safety Com-
pass Blog (Feb. 10, 2020), https://safetycompass.wordpress.com/2020/02/10/
automation-complacency-yet-another-distraction-problem/ [https://perma.cc/
KFV8-FMZF].

12. N.T.S.B., NTSB/AAR-10/03, Loss of Thrust in Both Engines After En-
countering a Flock of Birds and Subsequent Ditching on the Hudson 
River, US Airways Flight 1549, Airbus A320-214, N106US, Weehawken, 
New Jersey, January 15, 2009 (2010), https://www.ntsb.gov/investigations/Ac-
cidentReports/Reports/AAR1003.pdf [https://perma.cc/W5TU-5JDN] (allowing 
a 35 second delay for pilot reaction in the post-crash analysis using simulations).

13. See Brouse v. United States, 83 F. Supp. 373 (N.D. Ohio 1949). 

14. See Human Factors in Autonomous Vehicles, A.B.A., https://www.americanbar.
org/groups/tort_trial_insurance_practice/publications/tortsource/2019/fall/hu-
man-factors-autonomous-vehicles/ [https://perma.cc/BVZ2-8SCL] (last visited 
Jan. 16, 2024).

15. See id.  

16. See id.

17. See id.

18. William H. Widen & Philip Koopman, Winning the Imitation Game: Setting 
Safety Expectations for Automated Vehicles, 25 Minn. J. L. Sci. & Tech. 113, 
113 (Dec. 22, 2023); William H. Widen & Philip Koopman, The Awkward Middle 
for Automated Vehicles: Liability Attribution Rules When Humans and Comput-
ers Share Driving Responsibilities, 64 Jurimetrics (forthcoming Spring 2024).
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particularly complex. We believe this complexity can only be fully conveyed 
by providing the details in a precise way that reflects technical definitions and 
wording that should be familiar to engineers and safety specialists.

This exercise helps us understand why an approach which advocates for 
reliance on existing product liability law to allocate responsibility for acci-
dents involving vehicle automation technology (such as promoted by Mer-
cedes Benz) is clearly inadequate. The shortcomings of using status quo laws 
should be obvious to any practicing attorney, and to any professional who ac-
cepts engagements to testify as an expert with respect to defects in computer 
code. The matter is even worse with vehicle automation technology because 
that technology relies on neural networks rather than traditional algorithmic 
programming in which existing methods permit identification of coding er-
rors. The engineers at Mercedes Benz and the industry lobbyists who oppose 
change know these truths even if the managements of many manufacturers 
and developers require a different public posture as part of a liability limita-
tion strategy. [You could cite to the IFIP report which I have attached—see 
e.g., Goal 3 and reference to “unpredictable anomalies” at p. 7 and “Effective 
combinations of validation procedures need to be further explored” at p. 13. 
I can provide multiple citations to the black box nature of neural networks if 
desired.]

This third essay supplements and supports the prior two articles by add-
ing an additional level of precision. The definitions begin in Part A, with gen-
eral defined terms useful to implement the legal fiction of a “Computer Driver” 
which may have ordinary negligence liability just like a Human Driver.

We further provide definitions and explanatory descriptions as a starting 
point for a statute that uses operating modes to attribute and allocate liability to 
determine contributory negligence. These details appear in Parts B through E.

A. Defining a Computer Driver

A statute providing an architecture for state law liability rules attributing 
and allocating responsibility for losses should be based on the concept of syn-
thetic negligence for a fictitious entity called a “Computer Driver.”19 This ficti-
tious entity is considered equivalent in roles and responsibilities to a Human 
Driver with the exception that the Manufacturer, rather than the equipment 
comprising the Computer Driver, is the Responsible Party.20

The concept of a Negligent Computer Driver can be based on the follow-
ing definitions or their equivalents:21

19. See Ryan Abbott, The Reasonable Computer: Disrupting the Paradigm of Tort 
Liability, 86 Geo. Wash. L. Rev. 1, 41 (Jan. 2018).

20. See id. at 20. 

21. See, e.g., Harry Surden & MaryAnne Williams, Technological Opacity, Predict-
ability, and Self‐Driving Cars, 38 Cardozo L. Rev. 121, 178 (2016) (describing 
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“Automated Vehicle” means a motor vehicle equipped with a 
Computer Driver.22 The presence or use of a Driver Assistance Fea-
ture other than automated Steering, and momentary control func-
tions that do not provide sustained directional control of the vehicle 
are not relevant to determining whether a vehicle is an Automated 
Vehicle.23 Notwithstanding technical characteristics, any statement 
by a manufacturer, distributor, or dealer to the effect that a vehicle 
can drive itself or that it contains self-driving or automated driving 
technology shall result in classification of that vehicle as an Auto-
mated Vehicle.

Comment: An automated vehicle might or might not have steering 
control active at any given time, depending on its operating mode.24 
An automated vehicle might or might not require Human Driver 
supervision at any given time, depending on its operating mode.25

“Breach of the Duty of Care” means, with respect to a Computer 
Driver, the deficient and unsafe operation of an Automated Vehicle 
as described below under “Duty of Care.”26

“Computer Driver” means a set of computer hardware, software, 
sensor, and actuator equipment that is collectively capable of Steer-
ing a vehicle on a sustained basis without continual directional in-
put from a Human Driver.27

indirect regulation through the tort system) (it is commonplace for laws in the 
United States to use tort law to influence product design). 

22. See Autonomous Vehicles Factsheet, University of Michigan Center for Sus-
tainable Systems, https://css.umich.edu/publications/factsheets/mobility/autono-
mous-vehicles-factsheet [https://perma.cc/KU2F-BC4J] (last visited Jan. 19, 2024).

23. See id.

24. See id.

25. See id.

26. See Silverman et. al, Torts of the Future: Autonomous Vehicles, U.S. Chamber 
Institute for Legal Reform 1, 5 (May 2018). 

27. See Surface Vehicle Recommended Practices, SAE International 1, 26 (Apr. 
2021), https://www.sae.org/standards/content/j3016_202104/ [https://perma.cc/
DS5K-ELW4] (hereinafter J3016) (this has a larger scope than the term Auto-
mated Driving System (ADS) defined by SAE J3016 for defined levels 3, 4, and 
5. It also includes a driving automation system that performs at least lateral ve-
hicle motion control via steering on a sustained basis regardless of J3016 Level. 
While in practice most such capabilities are limited to a particular Operational 
Design Domain (ODD), liability is assigned without regard to whether the Com-
puter Driver is inside or outside its ODD. The Computer Driver does, however, 
have the option of refusing to engage outside its ODD and requesting a transfer 
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Comment: The definition of Computer Driver is a superset of 
the concept of an Automated Driving System as defined in SAE 
J3016.28 The Computer Driver on SAE Level 3, 4, and 5 features 
is called the Automated Driving System (ADS).29 The Computer 
Driver on SAE Level 1 and 2 systems does not have a name defined 
by J3016 beyond being vehicle automation equipment capable of 
performing sustained steering.30

“Driver Assistance Features” means a vehicle automation feature 
that does not automate Steering on a sustained basis.31 Such fea-
tures include, but are not limited to, electronic blind spot assistance, 
automated emergency braking systems, adaptive cruise control, 
lane keep assist, lane departure warning, traffic jam speed assist, 
electronic stability control, or other similar systems that enhance 
safety or provide driver assistance, but are not capable, collectively 
or singularly, of vehicle control without sustained directional con-
trol being provided by a Human Driver who performs the task of 
Steering.32

“Driving” means the holistic task of operating a vehicle on public 
roads in conformity with applicable laws, regulations, and statutes, 

of control to a Human Driver and/or terminating its mission via a Failure Mitiga-
tion Strategy if it finds itself about to exit its ODD. 

28. See id.

29. See id. 

30. See id. at 25. 

31. See Driver Assistance Technologies, NHTSA, https://www.nhtsa.gov/vehicle-
safety/driver-assistance-technologies [https://perma.cc/QS6R-4W5A] (this has 
a different scope than the term Driver Support Feature defined in SAE J3016. 
A Driver Support Feature is a generic term for Level 1 and Level 2 automation 
features which might in some cases included sustained automated steering but 
excludes momentary intervention active safety features such as automated emer-
gency braking. It should be noted that Level 2, which combines both automated 
steering and automated speed control, is not defined in SAE J3016 as a driver 
assistance feature, even though it is common to see an incorrect designation of 
Level 2 features as “driver assistance” rather than “driver support” features).  

32. See id. This term is largely compatible with an intuitive notion of Advanced 
Driver Assistance Systems (ADAS), but not quite the same. It includes all mo-
mentary intervention and alert active safety functions, as does the typical usage 
of ADAS. It excludes SAE Level 2 features that automate both steering and 
speed control, which is also said to be “automation” rather than “assistance” by 
SAE J3016. However, while SAE J3016 would say that a steering-only automa-
tion feature that did not concurrently automate speed control would be a Level 
1 “driver assistance” feature, by the definition in this paper such an automated 
steering Level 1 feature would still be said to have a Computer Driver.
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without creating Undue Risk for vehicle occupants and other road 
users.33 “Drive” has the correlative meaning.

“Duty of Care” means, with respect to a Computer Driver, the op-
eration of an Autonomous Vehicle without Undue Risk. The Duty 
of Care of a Computer Driver is owed to Automated Vehicle oc-
cupants, other motorists, bystanders, cyclists and pedestrians; the 
Duty of Care extends to any person (including, without limitation, 
the property of a person) who may reasonably be expected to be 
affected by the operation of the Automated Vehicle and who is in-
jured by failure of the Automated Vehicle to operate without Undue 
Risk.34 A breach of the Duty of Care includes, without limitation, 
(i) the failure of the Automated Vehicle to operate in compliance 
with applicable motor vehicle laws, rules and regulations—includ-
ing without limitation, prohibitions against speeding, running a red 
light, failure to stop for pedestrians in a crosswalk, failure to respond 
to signals from a traffic officer (unless in exigent circumstances a 
deviation from compliance is reasonable) and (ii) the failure to im-
plement defensive driving maneuvers for operation without Undue 
Risk and reasonably expected to be performed by an attentive and 
unimpaired Human Driver in similar circumstances.35 The Duty of 
Care of a Computer Driver is the same as that expected of a Human 
Driver in identical circumstances.36

“Human Driver” means a natural person with a valid driver’s li-
cense applicable to the class of vehicle being operated who is Driv-
ing a motor vehicle.

Comment: This includes a driver (SAE J3016 Levels 0-2), a fall-
back ready user (SAE J3016 Level 3), and a human occupant who 
might potentially assume operation of a vehicle with suitable con-
trols (SAE J3016 Levels 4-5).37

33. See Surface Vehicles Recommended Practices, supra note 27, at 25 (this in-
cludes, but has a significantly broader scope than, the term Dynamic Driving 
Task defined in SAE J3016, which deals only with tactical vehicle motion con-
siderations. A liability approach must consider the holistic driving task, ensuring 
proper vehicle maintenance, law enforcement interactions, and other responsi-
bilities customarily required of human drivers but disclaimed by the scope of 
J3016 and therefore not required of a J3016-defined ADS).

34. See Widen & Koopman, Imitation Game, supra note 18, at 132.

35. See Silverman et al., supra note 26, at 5.

36. See id.

37. See Surface Vehicles Recommended Practices, supra note 27, at 25 (it is some-
times, incorrectly, said that SAE Level 5 vehicles are ones that do not have hu-
man driver controls. Vehicles with Level 4 or Level 5 features might or might not 
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“Manufacturer” means the last entity in the development and sup-
ply chain who has substantive ability to mitigate the potential for 
Computer Driver negligence via technical means.38 This might be a 
developer, manufacturer, upfitter, programmer for, or any developer 
or supplier of, a Computer Driver or components for Computer 
Drivers. A “Manufacturer” is the legal entity who is (a) the vehi-
cle manufacturer for a vehicle provided with a Computer Driver 
as factory equipment, (b) the system integrator of an aftermarket 
hardware device primarily intended to provide a Computer Driver, 
(c) the software provider for an aftermarket Computer Driver that 
does not involve use of an aftermarket hardware device primarily 
intended to provide a Computer Driver or create Computer Driver 
functionality, or (d) solely for a test vehicle, the supplier perform-
ing testing if not otherwise the manufacturer of a Computer Driver 
end product.39 Every Computer Driver has exactly one Manufac-
turer for the purpose of asserting a case for liability by a Plaintiff 
who has suffered harm from a Negligent Computer Driver.40

Comment: The salient attribute of the manufacturer is that the man-
ufacturer is the legal person furthest along the development cycle 
and supply chain who can substantively affect the behavior of the 
Computer Driver and its associated driving safety. Any questions as 
to division of contributions to negligence within the design cycle 
and supply chain by multiple suppliers, partners, and system inte-
grators should properly be resolved by the Manufacturer and not 
become an additional burden on a Plaintiff.

“Negligent Computer Driver” means a Computer Driver that 
operates in a deficient or unsafe manner and which operation, if 
performed by a Human Driver, would constitute negligence.41 A 
Computer Driver is also negligent if, when it requests that a Human 
Driver take over control of an Automated Vehicle, it places a Hu-
man Driver in a situation in which it is unreasonable to expect that 
the Human Driver had a reasonable opportunity to take over control 
of the Automated Vehicle and operate in a safe manner and without 
Undue Risk.

have human-accessible controls. For the purposes of the approach presented in 
this paper, vehicle controls are optional for a fully autonomous vehicle, and the 
implications of having such controls apply only if they are present.). 

38. See Abbott, supra note 19, at 20. 

39. Definition created by the authors.

40. Definition created by the authors.

41. Definition created by the authors.
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Operating Mode: the current operating situation that determines 
the Human Driver’s responsibility for controlling the vehicle.42 The 
four Operating Modes are: Conventional (Human Driver is driv-
ing), Supervisory (Human Driver is supervising the operation of a 
Computer Driver), Autonomous (the Human Driver has no respon-
sibility for driving), and Testing (the Human Driver is tasked with 
mitigating risk from public road testing of a potentially defective or 
incompletely implemented Computer Driver that is not yet released 
for series production, including without limitation so-called “beta” 
test versions of a Computer Driver).43

Comment: The Operating Mode is used for determining contribu-
tory negligence and comparative fault of the Human Driver. As a 
general rule, in our formulation the Computer Driver has liability 
during operation during testing mode and in other cases when it is 
engaged (and for a period after disengagement to allow for a proper 
Human Driver takeover). A J3018 test driver also may have liabil-
ity for dereliction of duty, but test driver fault does not absolve a 
manufacturer of liability by using the test driver as a scapegoat. The 
Computer Driver in an Automated Vehicle operating in autonomous 
mode generally has responsibility because such systems allow for 
human occupant disengagement with the driving task—for exam-
ple, by taking a nap or reading a book. Supervisory mode is the 
most complex because it is a type of driving in which responsibility 
for the safe operation of a vehicle transfers back and forth from a 
human driver to a computer driver or computer driver to human 
driver, potentially many times during a given itinerary. In supervi-
sory mode, the Human Driver can have responsibility for accidents 
when she unreasonably ignores prompts to stay attentive or take 
over performance of the driving task.

“Responsible Person” means the Manufacturer.

Comment: The Manufacturer is the legal entity who has civil, crimi-
nal, and financial responsibility for ensuring Driving conformance 
to applicable laws, regulations, rules, and statutes, without creating 

42. The Operating Modes guide attribution and allocation of responsibility for acci-
dents, collisions and other incidents based on contributory negligence and com-
parative fault to human drivers and occupants of automated vehicles. 

43. See Philip Koopman, How Safe Is Safe Enough? Measuring and Predict-
ing Autonomous Vehicle Safety 28, fig.2.2 (2022); see also Philip Koop-
man, Simplified Proposal for Vehicle Automation Moes, Safe Autonomy (Jan. 
31, 2022), https://safeautonomy.blogspot.com/2022/01/ simplified-proposal-for-
vehicle.html [https://perma.cc/4KXX-VB5Z] (containing the first presentation 
of the approach); Philip Koopman & William Widen, Liability-Based State Law 
and Regulation Framework for Automated Vehicles, Internet Archive (Mar. 2023), 
https://archive.org/details/ 2023-03-av-liability-one-pager-published-v-1-00.
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Undue Risk for vehicle occupants and other road users and persons 
to whom a Duty of Care is owed.44 For the avoidance of doubt, the 
Computer Driver as a physical system is not a Responsible Person 
under any circumstances because the Computer Driver is not a le-
gal person, even though the Computer Driver performs the task of 
Steering and potentially other control functions.

“Steering” means actively providing sustained directional control 
for a motor vehicle. “Steers” has the correlative meaning.45

Comment: Automated control of steering is the threshold decision 
criterion for transferring negligence liability between a Human 
Driver and a Computer Driver, and may be used by a state as a 
basis for subjecting a motor vehicle to regulation as an Automated 
Vehicle.46

“Undue Risk” means an overall risk of harm greater than that 
presented by attentive and unimpaired Human Drivers of vehicles 
equipped with comparable active and passive safety features, op-
erating in similar environments, operating under otherwise similar 
conditions.47

44. A legal person must have responsibility, rather than a piece of equipment, be-
cause a legal person can own assets, have duties, and owe obligations whereas 
a mere physical system cannot. To assign responsibility to a physical system is 
tantamount to eliminating any meaningful liability for operation of the system.

45. See Definitions for Steering, Definitions, https://www.definitions.net/definition/
steering [https://perma.cc/UMD5-5VC3] (last visited Jan. 19, 2024).

46. See Surface Vehicles Recommended Practices, supra note 27 (as a practical mat-
ter it will be common for Computer Drivers to perform not only steering, but also 
speed control and other aspects of the Dynamic Driving Task (DDT) as defined 
in SAE J3016 as well as safety-relevant functions beyond the DDT such as law 
enforcement interaction. Thus, the term Computer Driver is not intended to limit 
functionality only to steering, but rather uses the question of whether a feature 
provides sustained steering as the threshold decision criterion for whether it is a 
Computer Driver or a driver assistance capability).

47. The concept of “Undue Risk” derives from NHTSA practices. “If NHTSA deter-
mines a safety-related defect trend exists, the agency may open an investigation 
to determine if the defect presents an unreasonable risk to safety that may war-
rant a recall by the manufacturer.” (Emphasis supplied.) See NHTSA, Resources 
Related to Investigations and Recalls, U.S. Dept. of Trans., https://www.nhtsa.
gov/resources-investigations-recalls; see also Understanding NHTSA’s Regula-
tory Tools, Instructions, Practical Guidance, and Assistance for Entities Seek-
ing to Employ NHTSA’s Regulatory Tools, NHSTA https://www.nhtsa.gov/sites/
nhtsa.gov/files/documents/understanding_nhtsas_current_regulatory_tools-tag.
pdf. In the proposed statutory architecture, “Undue Risk” of vehicle automation 
technology is measured against the performance of a reasonable and unimpaired 
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B. Testing Mode

1.  Testing Mode Defined. “Testing Mode” is the operation of a Test 
Vehicle, regardless of whether the Computer Driver is activated at 
the time.48

“Test Vehicle” means an Automated Vehicle:

(i) that has a non-series-production Computer Driver,
(ii)  is driven by a Computer Driver under the immediate supervision of, 

or at the direction of, a Computer Driver developer, Manufacturer, 
upfitter, programmer or any developer or supplier of components for 
Computer Drivers, or

(iii)  the operation of a motor vehicle by a Computer Driver in which
a. the motor vehicle is a prototype, or
b.  is being operated for performance evaluation, engineering test-

ing, or beta testing or
c. that has been installed in fewer than 2,500 motor vehicles.49

Any statement by a Manufacturer, dealer, or distributor that a vehicle is 
a “test” vehicle or the use of the word “beta” or other terminology reasonably 
interpreted as describing a feature related to automated Steering not ready for 
series production shall result in classification of that vehicle as a Test Vehicle 
under this definition.50

2.  Liability for Testing Mode Operation. Subject to limited exceptions, 
under the proposed statutory architecture, a Manufacturer has strict 
liability for losses sustained by persons or property in any accident or 

Human Driver. An automation technology that does not meet that minimum 
poses an unreasonable risk to safety.

48. One possible defect in a vehicle being tested is that a Computer Driver either 
activates without having been commanded to do so or interferes with vehicle 
controls during what should be conventional operation even when supposedly 
inactive. Defining testing mode to cover all use of a test vehicle incentivizes 
manufactures to ensure that test driver controls have an appropriate level of 
safety even in the presences of potential Computer Driver software and hardware 
design defects. 

49. By way of comparison, Federal Motor Vehicle Safety Standards (FMVSS) Part 
555 specifies a limit of 2,500 exempt sold vehicles per year for some types of 
exemption, suggesting a precedent that this is a “small” number of vehicles. See 
Code of Fed. Regul. § 555.6(c)(5). 

50. Definition is created by the authors. For a definition of alpha and beta testing, 
see Guide to the Software Engineering Body of Knowledge, SEEBOK v3.0, IEEE 
Computer Society (P. Bourque & R. Fairly, eds. 2014), https://ieeecs-media.
computer.org/media/education/swebok/swebok-v3.pdf. 
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collision involving a vehicle operating in Test Mode.51 For this pur-
pose, liability attaches if a plaintiff can prove damages and physical 
causation (i.e., that the Manufacturer’s test vehicle hit the plaintiff or 
the plaintiff’s property or otherwise initiated an incident proximately 
causing loss or harm).52 A plaintiff is not required to allege or prove 
a product or design defect, negligence, recklessness, or culpability to 
state a claim or prevail in an action.53 Liability attaches regardless of 
whether the Computer Driver or a human test driver was steering or 
otherwise in nominal control of the vehicle at or immediately before 
the time of the accident or collision.54

3.  Exceptions to Liability. Under the proposed statutory architecture, a 
Manufacturer may overcome the presumption of liability by proof that 
the plaintiff deliberately engaged in malicious behavior intended to 
cause or result in harm.55 A Manufacturer may not overcome the pre-
sumption of liability by proof that its human test driver failed to prop-
erly perform the duties of a testing safety driver.56

4.  Safety Driver Qualifications. A Manufacturer may only operate a ve-
hicle in Testing Mode using its own employee drivers, or drivers hired 
to conduct testing activities.57 Such drivers must be properly licensed 
for the class of vehicle being tested, regardless of the role assigned to 
them by the Manufacturer.58

51. Definition created by the authors.

52. Definition created by the authors.

53. Definition created by the authors.

54. Definition created by the authors.

55. See supra p. 10 (defining “Manufacturer”).

56. Failures to perform the duties of a safety driver include, without limitation, su-
pervising the operation of a vehicle while intoxicated, texting, or playing video 
games; supervising testing for more than forty hours per week, or more than two 
hours without a rest break; or without the class of license needed to operate the 
vehicle (such as failing to have a current driver’s license for vehicles over 10,000 
pounds while supervising testing of a Computer Driver for a semi-truck). 

57. See supra p. 13 (defining “Testing Mode”).

58. For example, a remote safety supervisor for a heavy truck test vehicle must have 
an appropriate driver’s license for that class of truck, even if the manufacturer 
insists that the truck can ensure safety, with the remote safety supervisor there 
as an extra measure of protection. Note that this requirement might be relaxed 
when monitoring a series production non-test vehicle that is no longer conduct-
ing public road testing, and therefore not operating in testing mode. 
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A Manufacturer may only operate a vehicle in Testing Mode in full com-
pliance with SAE J3018.59 A Manufacturer may only operate a vehicle in ac-
cordance with a written Safety Management System plan.60

States may wish to add additional requirements for insurance, safety 
driver background checks, and other considerations related to public road-
testing safety that are not directly linked to the technology.61

5.  Rationale for Structure of Testing Mode. Testing immature technol-
ogy puts public road users at risk for the benefit of the Manufacturer. 
Manufacturers should be held to a high standard of safety in return for 
the privilege of using public roads for this purpose and incentivized to 
use professional test drivers following industry-written best practices 
for testing safety, such as the SAE J3018 testing safety standard.62

59. SAE J3018 is guidance for on-road AV testing. See Guidelines for Safe On-Road 
Testing of SAE Level 3, 4, and 5 Prototype Auto-Mated Driving Systems (ADS) 
J3018, SAE International (2015) [hereinafter J3018] https://www.sae.org/
standards/content/j3018_201503/ (on file with the authors); It is required for 
testing automated vehicles in New York City. See New York City Department 
of Transportation, Notice of Adoption, Title 34, ch. 4, s. 4-17, Rules of the City 
of New York (proposed August 2, 2021), https://www.nyc.gov/html/dot/down-
loads/pdf/noa-autonomous-vehicle-technology-on-public-highways.pdf [https://
perma.cc/Q8M9-VXK2] (Conformance to the currently issued version of J3018 
implicitly requires a qualified human test driver to be used for all public road test-
ing. Manufactures of driverless vehicles such as delivery trucks might refit test 
vehicles with driver compartments until safety-relevant testing has been com-
pleted and the vehicles are ready to deploy. The industry, through its professional 
society (SAE), might also update SAE J3018 to encompass the use of remote 
safety drivers if the industry deems it essential to operate test vehicles without 
on-board safety drivers. One of the authors is on the voting committee for SAE 
J3018, and believes that such a standard can be updated, if needed quickly, so it 
is not  a substantive bottleneck (if the industry is sufficiently motivated to do so). 

60. The details of the Safety Management System might be defined by a state De-
partment of Transportation or similar agency, or might be left to the discretion 
of the Manufacturer. Industry guidelines exist for creating safety management 
plans. See Automated Vehicle Safety Consortium Best Practice, Automated  
Vehicle Safety Consortium, AVSC00008202111 (Nov., 2021), https://www.
sae.org/standards/content/avsc00007202107/ [https://perma.cc/9EMK-G324].

61. See, e.g., Safe Testing and Deployment of Vehicles Equipped with Automated 
Driving Systems Guidelines, Edition 3, Am. Assoc. of Motor Veh. Admin.  
(3d ed. July 2022), https://www.aamva.org/getmedia/66190412-ce9d-4a3d-
8b6e28c1b80e3c10/Safe-Testing-and-Deployment-of-Vehicles-Equipped-with-
ADSGuidelines_Final.pdf [https://perma.cc/LAA3-HDAT]. 

62. J3018, supra note 56, at 16.
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C. Autonomous Mode

1.  Autonomous Mode Defined. “Autonomous Mode” is operation of a Ve-
hicle with an Autonomy Feature that is engaged. An “Autonomy Fea-
ture” allows safe operation of the vehicle, with the Computer Driver 
being completely responsible for Driving when a vehicle is operating 
in Autonomous Mode.63 In Autonomous Mode, any person eligible to 
be a Human Driver that might be a passenger or monitoring the vehicle 
remotely has no duty or obligation to assume responsibility for Driv-
ing (even if available to do so), and the failure to assume responsibility 
does not constitute contributory negligence or a basis for comparative 
fault.64 A Human Driver might not be available to assume responsi-
bility for driving at all, whether due to design features of the vehicle 
such as absence of a steering wheel, the vehicle being empty, loss of a 
remote monitoring communications connection, or otherwise.

2.  Liability for Autonomous Mode Operation. Subject to limited excep-
tions, a Manufacturer has liability for losses or harm sustained by 
persons or property in any accident or collision involving negligent 
operation of vehicle in Autonomous Mode.65 For this purpose, liabil-
ity attaches if a plaintiff can prove a Negligent Computer Driver and 
proximate causation of damages (e.g., that the automated vehicle hit 
the plaintiff or the plaintiff’s property66) when operating in Autono-
mous Mode.67 A plaintiff is not required to allege or prove a design 
or product defect, recklessness, or culpability other than a Negligent 
Computer Driver to state a claim or prevail in an action. Liability at-
taches regardless of whether a natural person had an opportunity to 
take over control of the vehicle at the time of the accident or collision.68 
The Computer Driver of a vehicle operating in Autonomous Mode may 
request a natural person, if one is available, to initiate a transition to 
another operational mode.69 But no potential Human Driver or other 
natural person has a duty or obligation to take any action in response to 
such a request, and the failure to do so does not constitute contributory 

63. See supra p. 7 (defining “Computer Driver”).

64. See supra p. 9 (defining “Duty of Care”).

65. See supra p. 10 (defining “Manufacturer”).

66. There might be other loss scenarios that do not involve a physical collision with 
Plaintiff’s property, such as an AV crashing into a building that causes injuries 
from flying glass or structural collapse without victims actually having been 
struck directly by the vehicle. 

67. See supra p. 17 (defining “Autonomous Mode”).

68. See supra p. 11 (defining “Duty of Care”).

69. See supra p. 7 (defining “Computer Driver”).
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negligence or provide a basis for a comparative fault calculation.70 
A vehicle in Autonomous Mode may exit that mode by transitioning 
to a powered-down or standby overall vehicle state when in a stable, 
stopped condition if doing so will not present Undue Risk.71

A vehicle operated in Autonomous Mode may contain a feature which 
allows for a permissive Driver Intervention.72 “Driver Intervention” means an 
overt act of asserting vehicle control by a Human Driver when not in Con-
ventional Mode.73 This may consist of the Driver assuming responsibility for 
steering or may be a momentary intervention of some or all vehicle motion 
controls, depending on the design of the Computer Driver. In Autonomous 
Mode, a Driver Intervention can only be permissive.74

Each Automated Vehicle may have urgent egress or demand stop features 
available for use during operation in Autonomous Mode regardless of whether 
it allows for permissive Driver Intervention.75 Neither an occupant, a Human 
Driver, nor an external natural person shall have any liability for initiating or 
failing to initiate an urgent egress or demand stop feature when operating in 
Autonomous Mode.76

70. See supra p. 11 (defining Negligent Computer Driver”).

71. See supra p. 17 (defining “Autonomous Mode”).

72. See generally Automated Vehicles for Safety, National Highway Traffic 
Safety Administration, https://www.nhtsa.gov/vehicle-safety/automated-ve-
hicles-safety [https://perma.cc/KKP6-6VQM] (last visited Jan. 19, 2024).

73. Id. (In some situations, the Human Driver might be connected remotely. It is our 
position that someone providing traffic direction such as a police officer is doing 
just that and should not be considered to be intervening in the role of a Human 
Driver. In the case of dangerous traffic directions being associated with an ac-
cident or a failure to follow traffic directions, the Computer Driver would have 
the same liability posture as a Human Driver put in an identical situation).

74. See generally Nancy Grugle, Factors in Autonomous Vehicles, A.B.A. (Nov. 
20, 2019), https://www.americanbar.org/groups/tort_trial_insurance_practice/
publications/tortsource/2019/fall/human-factors-autonomous-vehicles/ [https://
perma.cc/H9GW-RACB].

75. Id. (An urgent egress feature is a passenger request for an expedited stop of the 
vehicle to permit debarkation for any reason. A demand stop feature that inhibits 
vehicle motion might be made available to emergency responders outside the 
vehicle to hold the vehicle in place if it threatens to disrupt on-scene operations 
with further motion, or for other specific purposes. In any event liability is not 
transferred to a person making a request to stop or failing to make a request to 
stop unless such actions are made maliciously). The topic of “urgent egress” ap-
pears in ANSI/UL 4600 which predated the AVSC best practice for Passenger 
Initiated Emergency Trip Interruption. See UL 4600 version 3 at 78.

76. See generally Maria Lubomira Kubica, Autonomous Vehicles and Liability Law, 
70 Am. J. of Compar. L., i39, i41 (2022).
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3.  Exceptions to Liability. A Manufacturer may overcome the presump-
tion of liability by proof that the plaintiff made a Malicious Interven-
tion or maliciously activated an urgent egress or demand stop feature.77 
A “Malicious Intervention” is a permissive Driver Intervention per-
formed in bad faith or which constitutes malfeasance; provided how-
ever, malfeasance may not be shown based on failure to comply with a 
traffic law, rule, regulation or statute during exigent circumstances or 
as part of an effort to avoid an accident, collision or other loss event. 
The Human Driver may have civil, criminal or financial liability for 
performing a Malicious Intervention.78 Malicious urgent egress and 
demand stop activations have the correlative definitions.

Any negligence of the Computer Driver should be judged by the same 
standards as would be used for a Human Driver, except with the Manufacturer 
held to be the responsible party.79 This means liability might be assigned to 
another road user in any specific crash, using the same negligence rules that 
would be used if Human Driver had been operating the vehicle instead.80

4.  Rationale for Structure of Autonomous Mode. A primary objective of 
having an autonomous vehicle is to relieve people of the burden of 
driving.81 Manufacturers especially emphasize the capability to re-
move drivers entirely, transport people who are not qualified to drive, 
transport people who are not fit to drive, let passengers sleep during 
driving, and so on.82 It is inappropriate to place a liability burden on 
people who have been told they are not responsible for driving, or who 
are not in a position to directly affect driving safety.83

77. Id. at i58. 

78. See supra p. 10 (defining “Human Driver”).

79. See Winning the Imitation Game, supra note 12. 

80. See generally Stephani R. Johnson, Autonomous Vehicles and Emerging Tort Im-
plications, Nat’l L. Rev., (Apr. 11, 2019), https://www.natlawreview.com/article/
autonomous-vehicles-and-emerging-tort-implications [https://perma.cc/6WUL- 
KX7G].

81. See generally Mehdipour, N. Derler et al., How should autonomous vehicles 
drive? Policy, methodological, and social considerations for designing a driver, 
9 Human. & Soc. Sci. Commc’n, 1, 2 (2022).

82. Id.

83. Id. (For example, consider a state law which holds vehicle owners responsible 
for the driving behavior of an autonomous vehicle. Suppose that a private in-
vestor purchases a robotaxi and places it in operation to generate income as an 
uncrewed publicly available taxi. Even if the investor ensures that maintenance 
is performed properly, she would have no credible way to evaluate, much less 
ensure, non-negligent driving behavior, and should not be held accountable for 
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It is also inappropriate to burden remote safety monitoring personnel with 
liability if the vehicle is supposed to be driving itself.84

D. Supervisory Mode

1.  Supervisory Mode Defined. “Supervisory Mode” means operation of 
a Vehicle in which the Computer Driver performs Steering and po-
tentially controls other aspects of vehicle motion as may be required 
to avoid Undue Risk.85 In Supervisory Mode, the Human Driver has 
limited obligations to perform a Driver Intervention, which may in-
clude, without limitation, assuming active control of steering or a 
transition to Conventional mode.86 Supervisory Mode operation may 
involve activation of both an effective Driver Monitoring Feature and 
an Intervention Request Feature.87 A Manufacturer may include these 
features, in combination, to provide a reasonable expectation that the 
Automated Vehicle may be operated without Undue Risk when oper-
ating in Supervisory Mode.88

that in place of the Manufacturer who does have a substantive ability to evaluate 
and mitigate potential driving negligence.).

84. Id. (If remote personnel are actively and continuously involved in the driving 
task to ensure safety, such as might be done in a tele-operated hybrid Computer/
Human driver scheme, the vehicle can and should instead be considered to be in 
Supervisory Mode rather than Autonomous mode).

85. The Human Driver might be assigned other aspects of safety, such as monitoring 
cargo safety and passenger behavior. However, assigning a person these respon-
sibilities does not turn Autonomous mode operation into Supervisory mode oper-
ation unless an obligation to perform Interventions is also present as de- scribed 
in this mode. 

86. See infra note 120.

87. The mode description provides significant incentive for Manufacturers to imple-
ment these features. However, this is not an equipment regulation, and the fea-
tures are not explicitly required. Manufacturers who have an operational concept 
that they determine makes either feature unnecessary might omit them if they are 
comfortable also foregoing the potential benefit of liability transfer to the Hu-
man Driver that might be associated with use of such features. Safety regulators, 
such as NHTSA, might independently require such features and set minimum 
performance standards for them, but those activities are beyond the scope of this 
example statute. 

88. See Resources Related to Investigations and Recalls, supra note 48.
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2.  Liability for Operation in Supervisory Mode. Liability is immediately 
transferred to the Computer Driver whenever it accepts a request to 
engage from a Human Driver or otherwise engages for any reason.89

Once the Computer Driver feature is engaged, liability for operation in 
Supervisory Mode only transfers from the Computer Driver to the Human 
Driver following certain alarms and requests by the driving automation sys-
tem.90 The liability of the Manufacturer commences in Supervisory Mode once 
the autonomy feature engages and it ceases to be the only party91 who may 
be at fault: (i) ten (10) seconds after the Driver Monitoring Feature sounds 
an alarm designed to reestablish the Human Driver’s attention if the driving 
automation system determines that the Human Driver is inattentive, or (ii) ten 
seconds after the Intervention Request Feature makes a request for the Hu-
man Driver to take over control of active Steering and other driving tasks on a 
sustained basis due to a system fault, limitation, or other reason for which the 
Computer Driver predicts it will be unable to continue driving without Undue 
Risk, or (iii) ten seconds after a hazard has become readily apparent, with a 
longer time possible if necessary to provide an attentive Human Driver with a 
reasonable time to detect and react to the hazard to mitigate any risk presented 
by that hazard according to the specifics of the situation.92

A “Driver Monitoring Feature” is a feature that (1) continuously moni-
tors the availability of the Human Driver to perform an effective and timely 
Driver Intervention, (2) issues multiple warnings and alerts reasonably ex-
pected to re-establish the availability of the Human Driver if the feature de-
tects that the Human Driver is not available, and (3) initiates and executes a 
reasonable and effective Failure Mitigation Strategy to protect the occupants 

89. Among other things, this should motivate Manufacturers to only permit their 
Computer Driver to be engaged when it is operating inside its Operational De-
sign Domain. Note that because active safety features such as Automated Emer-
gency Braking do not qualify as a Computer Driver due to lack of ability to 
provide sustained steering control, this liability shift does not inhibit such fea-
tures from being activated even when a crash is imminent. See generally Subhajit 
Basu, Haibo Chen, Jo-Ann Pattinson, Legal issues in automated vehicles: criti-
cally considering the potential role of consent and interactive digital interfaces, 
7 Human. & Soc. Sci. Commc’n, 1, 2 (2020).

90. See generally Autonomous Vehicles and Liability Law, supra note 73.

91. We note that a Computer Driver is not a legal person, but rather a fictitious 
“party” for which the Manufacturer is responsible. See Jordan Golson, The Com-
puter in Google’s self-driving Car Can Be the Driver, US Says, The Verge (Feb. 
9, 2016), https://www.theverge.com/2016/2/9/10955618/google-self-driving-
autonomous-car-nhtsa [https://perma.cc/R9QS-9R3G].

92. See Taxonomy and Definitions for Terms Related to Driving Automation Systems 
for On-Road Motor Vehicles J3016_202104, 14-17 SAE International (2021) 
(Hereinafter J3016) https://www.sae.org/standards/content/j3016_202104/ 
[https://perma.cc/A755-D5S6]. 
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of the vehicle and other road users until the availability of the Human Driver 
is reestablished.93 To be fully effective, the Driver Monitoring Feature should 
function under all vehicle operational environmental conditions (not limited 
to, lighting conditions and use of sunglasses).94 A Manufacturer determines 
the technical specifications of a Driver Monitoring Feature but, regardless 
of its proficiency, its proper functioning on a given occasion is required to 
transfer liability from a Computer Driver to a Human Driver in designated 
circumstances.95

A law or regulation may require the inclusion of a Driver Monitoring 
Feature as a condition to testing, permitting, and licensing.96 The presence, 
absence or effectiveness of a Driver Monitoring Feature may be relevant to a 
determination of product liability or a design defect, but it is not a direct factor 
in determination of negligence liability for driving behavior.97

An “Intervention Request Feature” is a feature that (1) detects an im-
minent or current operational condition which the Computer Driver is not de-
signed to handle or will be unable to handle without Undue Risk, (2) alerts the 
Human Driver of the need for the Human Driver to assume the task of steering 
and potentially other vehicle control tasks, (3) issues as many warnings and 
alerts as are reasonably expected to be necessary to prompt the Human Driver 
to perform a timely intervention, which might include assuming sustained 

93. See id. at 12.

94. See Colin Barnden, Breaking Down Misconceptions About Driver Monitoring 
Systems, Embedded (May 24, 2021), https://www.theverge.com/2016/2/9/ 
10955618/google-self-driving-autonomous-car-nhtsa [https://perma.cc/MR2K- 
7PFB].

95. See J3016, supra note 87, at 14; William H. Widen & Phillip Koopman, The Awk-
ward Middle for Automated Vehicles 64 JURIMETRICS (forthcoming Spring 
2024)(MAY 10, 2023).

96. See Driver Monitoring Systems: Needs, Regulations, Popular Use Cases and 
Trends, Telus International (March 14, 2022), https://www.telusinternational.
com/insights/ai-data/article/driver-monitoring-systems [https://perma.cc/P3M4-
GFBG]; Stay Aware for Everyone Act of 2021, S.1406, 117th Cong. (2021).

97. Lack of an effective driver monitor precludes a Manufacturer’s use of the cor-
responding transfer of liability to the Human Driver. A driver monitor that fails 
to alarm does not initiate the transfer. A driver monitor that has too high a false 
alarm rate or is continuously activated as a liability-shedding strategy would 
likely be deemed ineffective because humans have a well-known propensity to ig-
nore nuisance alarms. See Chris Dolan & Candice Sannella, Justice on Autopilot: 
Human Liability in Self-Driving Vehicle Accidents, S. F. Exam’r (Nov. 9, 2023), 
https://www.sfexaminer.com/our_partners/justice-on-autopilot-human-liability- 
in-self-driving-vehicle-accidents/article_bbd2deba-7d0b-11ee-b7a8-7f56b-
befdb73.html [https://perma.cc/25X6-F3E2].
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vehicle control including Steering.98 To be fully effective, until the Human 
Driver performs a Driver Intervention and assumes active control of Steer-
ing, the Intervention Request Feature should initiate and execute a reason-
able and effective Failure Mitigation Strategy.99 A Manufacturer determines 
the technical specifications of an Intervention Request Feature but, regardless 
of its proficiency, its proper functioning on a given occasion is required to 
transfer liability from a Computer Driver to a Human Driver in designated 
circumstances.

Comments: In Supervisory Mode, a Driver Intervention may be required 
or permissive.100 A law or regulation may require the inclusion of an Interven-
tion Request Feature as a condition to testing, permitting, and licensing.101 The 
presence, absence or effectiveness of an Intervention Request Feature may be 
relevant to a determination of product liability or a design defect, but it is not a 
factor in determination of negligence liability for driving behavior. 102

A “Failure Mitigation Strategy” means execution of vehicle behaviors 
and maneuvers by the Computer Driver reasonably expected to protect the oc-
cupants of the vehicle and other road users from Undue Risk posed by opera-
tion of the vehicle during any period in which the Human Driver is unavailable 
to perform or has not yet performed a requested Driver Intervention.103 For 
determination of negligence liability, a Manufacturer determines whether to 
include a Failure Mitigation Strategy, and if included, determine its specifica-
tions.104 A law or regulation may require the inclusion of a Failure Mitigation 

98. See J3016, supra note 87, at 7 (Alerts and warning conspicuity will depend upon 
the level of attentiveness enforced by the driver monitoring feature. Considera-
tion must be made of potential sensory impairments of otherwise qualified and 
licensed drivers).

99. See id. at 31.  

100. See id. 

101. See id.

102. See J3016, supra note 87, at 31; Michael L. Rustad, Products Liability for Soft-
ware Defects in Driverless Cars, 32 S. Cal. Interdisc. L. J., 2022, 171, 172-76 
(2022) (One purpose for including an Intervention Request Feature is to provide 
a mechanism to transfer control from the Computer Driver to a Human Driver 
upon exiting the AV’s ODD as defined by SAE J3016. Another is to prompt a 
transfer of control in response to a Computer Driver equipment failure. While 
including an Intervention Request Feature is optional, omitting such a feature 
does not absolve the Manufacturer from liability if there is a Computer Driver 
limitation or failure that results in a hazard not readily apparent to the Human 
Driver. Rather, the Intervention Request Feature functions solely as a legitimate 
means, if activated, for the Computer Driver to transfer liability onto the Human 
Driver in an acceptable manner). 

103. J3016, supra note 87, at 31. 

104. See id. 
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Strategy as a condition to testing, permitting, and licensing.105 The presence, 
absence or effectiveness of a Failure Mitigation Strategy feature may be rele-
vant to a determination of product liability or a design defect.106 The continued 
operation of a reasonable “best effort” Failure Mitigation Strategy is required 
to transfer liability to a Human Driver after 10 seconds have elapsed from the 
time of an intervention request or a driver monitoring alert.107

A hazard is “readily apparent” if a typical Human Driver with the level 
of attentiveness enforced by the Driver Monitoring Feature would appreci-
ate that the hazard would require a Driver Intervention, whether required or 
permissive.108

A Human Driver has “reasonable time to detect and react” if, consider-
ing perception, cognition, and reaction times of a competent Human Driver, 
there was enough time for that Human Driver to effectively assume control of 
the vehicle to avoid or mitigate the consequence stemming from the hazard 
to an acceptably low level. Hazards might be due to external causes (e.g., an 
overturned truck on a highway) or internal causes.109(e.g., the Computer Driver 
swerves suddenly toward a tree or oncoming vehicle with no input command 
from the Human Driver, with no warning and insufficient time for even an at-
tentive Human Driver to react).

The customary behavior of the Computer Driver is also relevant to deter-
mining whether and when a hazard is readily apparent. For example, a Com-
puter Driver that habitually drives full speed up to a red traffic light and brakes 
forcefully at the last moment will quickly accustom the Human Driver to such 

105. See Automated Driving Systems: A Vision for Safety, Nat’l Highway Traf-
fic Safety Admin. (Sept. 6, 2017), https://www.nhtsa.gov/sites/nhtsa.gov/files/
documents/13069a-ads2.0_090617_v9a_tag.pdf?xid=PS_smithsonian [https://
perma.cc/PD78-4QKQ].

106. See id.

107. See The Awkward Middle for Automated Vehicles, supra note 90, at 15–16. 

108. A Computer Driver might increase the conspicuity of a hazard via some combi-
nation of a making an intervention request, use of a heads-up display to highlight 
an area of concern in the driver’s field of view, audio alerts, and so on at the dis-
cretion of the Manufacture. From a liability point of view the relevant question is 
whether it was reasonable to expect the Human Driver in that situation and with 
the enforced attention posture to appreciate the threat presented by the hazard, 
along with any alerts provided by the Computer Driver to enhance the conspicu-
ity of the hazard, and the need to react. See id. at 24.

109. This feature of including internal causes is a key approach to avoiding com-
plex and expensive product liability proceedings if a Computer Driver clearly 
behaved in a way that was both obviously dangerous and that left the Human 
Driver insufficient time to react to avoid a crash. David Navetta, Boris Segalis & 
Kris Kleiner, Privacy and Security Issues in Autonomous Cars, Cyber Defense 
Magazine (Oct. 24, 2019), https://www.cyberdefensemagazine.com/privacy-
and-security/ [https://perma.cc/7WV8-KRBG].
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behavior. It is unreasonable to expect that Human Driver to notice a Computer 
Driver lack of hazard mitigation until the normal point at time it would have 
started any hazard mitigation behavior such as braking (plus a cognitive pro-
cessing delay).110 In this example, routine last second braking behavior by the 
Computer Driver might mean it is already too late for the Human Driver to 
avoid the vehicle entering an intersection through a red light – even with the 
quickest human reflexes – when responding to an unexpected failure of the 
Computer Driver to brake at the expected last-second time/distance from the 
red light. The effectiveness of a Driver Monitoring Feature might indirectly 
affect negligence liability in that the determination of whether a Human Driver 
had enough time to react to a readily apparent hazard will be relative based on 
the state of enforced Human Driver attentiveness. A Driver Monitoring Feature 
that permits drivers to look away from the roadway for long intervals without 
an alert might be in keeping with the AV’s operational concept, but carries 
with it the implication that hazards that can only be detected by watching the 
road might not be readily apparent to the Human Driver (instead requiring an 
Intervention Request from the Computer Driver), and an eyes-off-road set of 
circumstances will make a longer reaction time a reasonable expectation.111

Intentionally missing from the liability transfer criteria is a statement re-
garding departing the Operational Design Domain (ODD). The ODD is an 
engineering construct that is a model of the operational environments the Com-
puter Driver is designed to handle properly.112 Whether the AV is inside or out-
side the ODD at any given time is a relevant concern for engineering but is not 
a direct consideration for transfer of liability.113 The ODD can affect Computer 

110. Patrick Lin, Why Ethics Matters for Autonomous Cars, Cal. Polytechnic St. 
University: Phil. Dep’t, (May 22, 2016), at 71, https://link.springer.com/
chapter/10.1007/978-3-662-48847-8_4#citeas [https://perma.cc/RC5E-LZDP].

111. Id. (“Some simulation experiments suggest that human drivers need up to 40 s to 
regain situation awareness, depending on the distracting activity, e.g., reading or 
napping”). As an example, a Driver Monitoring Feature might not be defective if 
the AV designers purposefully designed it to permit the driver to watch a movie 
during vehicle operation, as might be the case with a vehicle advertised to have 
an SAE Level 3 feature. However, such an approach might set an extremely high 
bar for whether a road hazard is readily apparent without the Computer Driver 
issuing an explicit Intervention Request. It would also set an expectation of a 
longer permissible time to intervene due to the need to regain situational aware-
ness, compared to a Driver Monitoring Feature that is purposefully designed 
with gaze tracking to ensure the driver continually scans the road for upcoming 
hazards. 

112. What Are Operational Design Domains?, APTIV (Dec. 11, 2023), https://www.ap-
tiv.com/en/insights/article/what-are-operational-design-domains#:~:text=In%20
the%20automotive%20industry%2C%20operational,vehicle%20model%20
and%20the%20feature. [https://perma.cc/V9VU-5SYG].

113. Hongseok Cho, Operational Design Domain (ODD) Framework for Driver-
Automation Integrated Systems, Mass. Inst. Tech., (Aug. 18, 2020), at 3, 
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Driver behaviors by informing decisions to issue an Intervention Request to 
the Human Driver associated with an ODD departure.114 Unenforced aspects 
of the ODD might result in a Human Driver permissive intervention when the 
conditions are clearly too dangerous for the Computer Driver to handle safely 
(e.g., the AV is about to drive into a flooded roadway, and it is reasonable to 
expect the Human Driver to know this is unsafe for this particular vehicle, as 
well as notice that the roadway is flooded).115

Asking the Human Driver to memorize a set of ODD limitations and en-
force them without support from the Computer Driver will in most cases in-
volve placing an unreasonable burden on the Human Driver.116 For example, an 
AV owner manual might say that the Computer Driver should not be operated 
in heavy rain. But how should a Human Driver judge the heaviness of rain in 
a practical sense to know when a particular rain is “heavy?”117 It is better to 
incentivize Manufacturers to build-in enforcement of ODD limitations that are 
more restrictive than a competent “reasonable man” Human Driver would find 
acceptable for vehicle operation.118

https://dspace.mit.edu/bitstream/handle/1721.1/129156/1227276783-MIT.
pdf?sequence=1&isAllowed=y [https://perma.cc/5CGS-JT7M].

114. Id. at 67–68. 

115. It is important to emphasize that the “clearly too dangerous” situation must be 
apparent to an ordinary “reasonable man” driver with no specialized skills or 
training beyond having an appropriate-class driver license. As a practical mat-
ter this is likely to restrict “clearly too dangerous” to situations which a human 
driver would appreciate presented undue risk in Conventional Mode if mitigating 
actions were not taken. However, if that Human Driver had been taught (e.g., via 
experience) that the Computer Driver could be expected to handle a situation, it 
is unreasonable to fault that Human Driver for permitting the Computer Driver 
to handle a similar situation once again without intervention. Id. at 67.

116. See generally id. at 20 (explaining that “the hyperspace dimensions used to de-
fine the ODD need to be both observable and understandable to the human or 
automated ODD manager”). 

117. Instrumentation on the vehicle might well be able to estimate the number of 
raindrops per cubic meter of air volume. Typical Human Drivers will likely not 
have specialized skills sufficient to determine when a specific density of rain-
drops relevant to camera and lidar capabilities has been exceeded in non-extreme 
cases without prompting from the Computer Driver. Similar problems occur with 
other attempts to impose a responsibility for policing ODD limitations on Hu-
man Drivers. For example, exactly how degraded might lane markings be for a 
lane yet still be considered “well marked” enough for a Computer Driver to func-
tion safely? And which types and presentations of overturned or parked trucks, 
animal-powered vehicles, or locally customized signage on a roadway might be 
detectable vs. not detectable by a Computer Driver? 

118. It has become obvious that Human Drivers will misuse or abuse automation if 
the automation lets them do so. As an example, lane keeping assistance features 
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E. Conventional Mode

1.  Conventional Mode Defined. “Conventional Mode” means operation 
of a vehicle in which the Human Driver both performs Steering and is 
responsible for other aspects of Driving. This includes, without limita-
tion, operation of vehicles equipped with Driver Assistance Features 
that do not provide sustained control of Steering.

2.  Liability for Operation in Conventional Mode. Liability attaches to the 
Human Driver when operating in Conventional Mode as under current 
law (except to the extent liability remains with the Computer Driver 
during a transition from other modes to Conventional Mode without 
Undue Risk).119 A Computer Driver may have liability for operation in 
Conventional Mode if the driving automation system assumes control 
of some or all of the dynamic driving task or interferes with manual 
driving in a manner that a reasonable Human Driver would not expect, 
and that unanticipated assumption of control of some or all of the dy-
namic driving task proximately causes an accident or collision.

that are supposed to be used only on expressways can be expected to be acti-
vated anywhere by drivers if the feature will let them do that, whether within 
the ODD or not, with an arguably reasonable Human Driver expectation that 
if they activate successfully, they must actually be within the Manufacturer’s 
intended ODD. Therefore, the approach taken in this framework is that if any 
Supervisory or Autonomous mode feature permits itself to be activated, liability 
transfers to the Computer Driver, and arguing about whether such a feature was 
activated inside or outside the ODD simply does not enter into the discussion. 
Cases in which a situation is obviously hazardous to a Human Driver (such as 
entering a fire or flood) can still form the basis of liability transfer if the Human 
Driver has an alertness posture that would reasonably lead to the Human Driver 
having made an informed decision to enter an obviously dangerous situation (for 
example, to drive through a wildfire to escape their burning homestead, having 
activated a provided “emergency override” feature to permit vehicle operation in 
a situation in which the vehicle would not otherwise be operable). As a practical 
matter, this amounts to upgrading SAE J3016 Level 2 descriptions to make ODD 
enforcement required instead of optional. 

119. See e.g. Bill Covington et al., Legislating Autonomous Vehicles in Washington: 
An Analysis of Current Autonomous Vehicle Law with Recommendations for 
Washington, University of Wash. School of Law 8 (June 26, 2018), https://
wstc.wa.gov/wp-content/uploads/2019/11/2018-0717-BP7-UWFullRepor-
tAVLawScan.pdf [https://perma.cc/NH6D-Y67N].
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