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A RIGHT TO GO DARK (?)

David Gray

ABSTRACT

In 2013, reports based on documents leaked by former National Security Agency contractor Edward Snowden revealed committed efforts by federal agencies to develop and deploy data surveillance technologies. These revelations documented the ability of government agencies to monitor internet usage, read the contents of communications, and access data stored in the cloud and on personal devices. These revelations marked a turning point in the public conversation as consumers became aware of the extent to which national security and law enforcement agencies can monitor a wide range of activities in physical and virtual spaces.

The market responded. Technology companies began to tout their commitments to privacy. Some waged quixotic battles to resist government requests for user information. Others deployed and promoted privacy-protective technologies. Google began encrypting data flows between their servers. Encrypted email and messaging services entered the mainstream. Hardware companies made encryption a standard feature on computers and mobile devices. As this new movement to “go dark” took hold, government officials, including then-Director of the Federal Bureau of Investigation (FBI) James Comey, went on the attack, arguing that encryption would hamstring law enforcement and threaten national security.

These issues came to a head in 2016 when the FBI sought access to an Apple iPhone recovered from the perpetrators of a December 2015 terrorist attack in San Bernardino, California. The FBI had a warrant to search the phone but could not serve that warrant because the phone was encrypted, and the sole possessor of the password was dead. The FBI sought the assistance of Apple to circumnavigate the phone’s encryption. Apple refused and later contested a court order compelling the company to decrypt the phone. In addition to its own rights, Apple and its amici suggested that forcing a technology company to compromise encryption would threaten the rights of customers. The FBI eventually dropped the suit, but debates about a right to “go dark” persist, stoked by continuing complaints by government agencies and legislative proposals to limit the availability of robust encryption.

Debates about privacy and technology tend toward grand abstractions. This article takes a different tack by focusing on three potential doctrinal grounds for such a right: the Fourth Amendment, which governs searches and seizures; the Fifth Amendment, which bars compelled testimonial incrimination; and evidentiary rules on privilege, which sometimes protect information sharing between some parties. It concludes that shifts in the
law and the new ways we interact with technologies point to an emergent right to go dark.
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I. INTRODUCTION

On December 2, 2015, environmental engineer Syed Rizwan Farook was attending a training event and holiday party at the Inland Regional Center with fellow employees of the San Bernardino, California Health Department. At some point, Farook left the event, perhaps after a dispute with coworkers, but soon returned in the company of his wife Tashfeen Malik. The couple had armed themselves with assault rifles, handguns, and pipe bombs. They opened fire, killing fourteen people and wounding nearly two dozen more. Then they fled the building, leaving behind a cluster of pipe bombs attached to a remote trigger, which blessedly never detonated.

Law enforcement quickly identified Farook and Malik as the perpetrators. Later that day, the two were spotted driving in their sports utility vehicle. A pursuit ensued. When officers succeeded in stopping and surrounding their vehicle, Farook and Malik again opened fire, wounding several officers on the scene. Officers returned fire. Both Farook and Malik were killed. A search of their car turned up guns, bombs, and thousands of rounds of ammunition. As Federal Bureau of Investigation (FBI) official David Bowdich would later put it, “[T]here was obviously a mission here.”

2. Id.
3. Id.
4. Id.
6. Id.
7. Id.
8. Id.
9. Id.
But what was that mission? Was it an act of revenge for workplace slights, real or imagined? Was the motive more sinister and far-reaching? Both Farook and Malik were Muslim, so some immediately suspected terrorism. But Farook was born in Illinois.\(^{11}\) Malik was born in Pakistan but had immigrated legally.\(^{12}\) She had also recently given birth to the couple’s first child.\(^{13}\) By outward appearances, they did not seem to be zealots or extremists. They had no known ties to terrorist groups. To the contrary, they appeared by all outward measures to live a comfortable middle-class life. But if not terrorism, then what could be the motive for their “mission”? And if this was an act of terrorism, then were they acting on their own or were they part of a network? Were more attacks coming? When? Where? Why? How? Who?

As these and other questions swirled in the hours and days after the attack, investigators identified a source of potentially valuable information: an iPhone 5C Farook carried for his work.\(^{14}\) Armed with a warrant, officers obtained some information from Apple servers where back-up copies of some data from the phone were stored.\(^{15}\) Unfortunately, those back-up copies were neither current nor complete.\(^{16}\) Investigators needed to access the device, but it was running a recent update to Apple’s iOS operating system, which meant that most of the data that would have been interesting to investigators, including contacts, mails, text messages, and photographs, were encrypted and out of reach without the passcode Farook had taken to his grave.\(^{17}\) The software provided additional security, limiting the number of times agents could experiment with possible passcodes without risking permanent loss of the data.\(^{18}\)

Stymied, officers asked Apple for assistance in decrypting the phone.\(^{19}\) Apple declined.\(^{20}\) Agents then sought and received an order from Magistrate Judge Sheri Pym compelling Apple to provide “reasonable technical assistance” to agents seeking to conduct a warranted search of the phone.\(^{21}\) Apple again objected, this time taking its protest public.\(^{22}\) In


\(^{12}\) *Id.*

\(^{13}\) *Id.*


\(^{15}\) *Id.*

\(^{16}\) *Id.* at 3–5.

\(^{17}\) See *id.* at 2–3.

\(^{18}\) *Id.* at 3.

\(^{19}\) Gov’t *Ex Parte Application for Order Compelling Apple Inc. to Assist Agents in Search at 1–4, In re An Apple iPhone Seized During the Execution of a Search Warrant on a Black Lexus IS300, No. ED 15-0451M* (C.D. Cal. Feb. 16, 2016).

\(^{20}\) *Id.*


doing so, it brought the San Bernardino investigation into the middle of a
debate between law enforcement and technology companies that had
been brewing for years.23

In 2013, former National Security Agency (NSA) contractor Edward
Snowden leaked more than a million top secret files to Glenn Greenwald
and Laura Poitras of the Guardian.24 Greenwald and Poitras began re-
porting on some of the programs revealed in these files in June 2013,
revealing a broad-based effort by federal law enforcement and national
security agencies to gather, access, store, and analyze a wide range of
data, sometimes with the cooperation of technology companies and
sometimes by more direct means, including hacking.25 The Snowden rev-
elations sparked broad public conversations about government surveil-
ance, leading to some modest legislative and executive reforms. But, in
June 2013, government investigators were concerned with Snowden him-
self. As part of their investigation, government agents sought access to an
email account associated with Snowden and hosted by Lavabit.26

In 2013, Lavabit was at the vanguard of the movement to provide con-
sumers with secure communications and data storage. Among its prod-
ucts was an email service boasting asymmetric encryption.27 Agents
served Lavabit with a court order and then a warrant seeking disclosure
of the SSL keys to its encrypted email service.28 Although Lavabit had in
the past complied with search warrants for the contents of some of its
users’ accounts,29 it refused to turn over its SSL keys to law enforcement
because doing so would have compromised the privacy and data security
of all its clients.30 Faced with increasing pressure from the government
and bound by a court-issued gag order, Lavabit ceased operations.31 Soon
after, a company called Silent Circle, which also provided encrypted com-

23. See Geoffrey S. Corn & Dru Brenner-Beck, “Going Dark”: Encryption, Privacy,
Liberty, and Security in the “Golden Age of Surveillance,” in THE CAMBRIDGE
HANDBOOK OF SURVEILLANCE LAW 330, 363–68 (David Gray & Stephen Henderson eds., 2017) (re-
counting the history of encryption debates going back to the Clipper chip controversy in
the 1990s).

24. Ewen MacAskill, Edward Snowden: How the Spy Story of the Age Leaked Out,
GUARDIAN (June 12, 2013), https://www.theguardian.com/world/2013/jun/11/edward-
snowden-nsa-whistleblower-profile [https://perma.cc/H6M9-BLN8].

25. See id.

26. Dominic Rushe, Lavabit Founder Refused FBI Order to Hand Over Email Encryp-

YORKER (Aug. 9, 2013), https://www.newyorker.com/tech/annals-of-technology/how-the-
government-killed-a-secure-e-mail-company [https://perma.cc/UB4T-EMAX].

28. See id.

21, 2017) (No. 5:16CV162) (documenting Lavabit’s compliance with a warrant for account
information).

30. See Phillips, supra note 27.

31. Ledar Levison, Secrets, Lies & Snowden’s Email: Why I Was Forced to Shut Down
may/20/why-did-lavabit-shut-down-snowden-email [https://perma.cc/9DPL-25DN].
munications services, closed its doors, citing worries that it could no longer guarantee the security of its products against court-backed efforts by government agents to gain access.\textsuperscript{32}

Threats of legal pressure from government investigators forced Lavabit and Silent Circle to shutter their businesses, but the market for secure electronic communications, internet access, and data storage exploded in the weeks and months after the initial Snowden revelations.\textsuperscript{33} That demand grew as citizens and consumers continued to learn about the extent of surveillance efforts by both government and private actors. At the same time, major technology firms like Google, Yahoo, and Apple faced public criticism on grounds that they had failed to protect their customers from government prying.\textsuperscript{34} By 2014, many major technology players had responded by offering more robust encryption as an option on many of their devices, as well as encrypted communication and data storage platforms.\textsuperscript{35} In September 2014, Apple went a step further, introducing default encryption as a feature of iOS 8.\textsuperscript{36} Apple even claimed not to have or to keep encryption keys, crowing that, “[u]nlike our competitors, Apple cannot bypass your passcode, and therefore cannot access [encrypted] data.”\textsuperscript{37} Only users, armed with passcodes they selected, could decrypt their devices. iOS 8 converted consumer devices into unbreakable data lockboxes that could be accessed only with the cooperation of their users. Everyday consumers now had the ability to “go dark.”

High-profile law enforcement and national security officials immediately criticized Apple for offering lock-down encryption on its devices. Then-Attorney General Eric Holder warned that, “[w]hen a child is in danger, law enforcement needs to be able to take every legally available step to quickly find and protect the child and to stop those [who] abuse children.”\textsuperscript{38} He continued, “It is worrisome to see companies thwarting

\begin{itemize}
\item \textsuperscript{35} Steve Henn, \textit{How Well Do Tech Companies Protect Your Data from Snooping?}, NPR (June 12, 2014), https://www.npr.org/sections/alltechconsidered/2014/06/12/320997037/how-well-do-tech-companies-protect-your-data-from-snooping [https://perma.cc/3VCF-4H3L].
\item \textsuperscript{38} Kif Leswing, \textit{Apple and the FBI Are in the Middle of a Huge Battle That Could Affect the Privacy of Millions of People—Here’s Everything That’s Happened So Far}, BUS.
our ability to do so.” Then-Director of the FBI James Comey charged that data encryption and encrypted communications platforms would compromise law enforcement and national security efforts. The Chief of Detectives for the Chicago Police Department predicted that “Apple will become the phone of choice for the pedophile.”

These dire predictions seemed to prove out when agents found themselves locked out of Syed Farook’s iPhone. Here were law enforcement officers in the midst of an urgent investigation with lives potentially in the balance. They had abided the most demanding Fourth Amendment standards, presenting their case to a federal judge and securing a probable cause warrant granting them access to the contents of the phone. But they could not exercise their lawful authority to search the phone because Apple had chosen to embed robust encryption in their operating system. Did Farook have a right to go dark? Did Apple have the right, as then-Attorney General Loretta Lynch asked, to make that decision for all of us about when and in what circumstances citizens and corporations can thwart legitimate law enforcement and national security operations?

The near universal response on the part of government officials was “no.” Legislators began suggesting that companies should be required to maintain keys to their encrypted products in order to guarantee the ability of government agents to lawfully access data and devices through “backdoors.” Judge Pym issued an order under the All Writs Act com-

---

39. Id.
43. The exception here is General Michael Hayden, former director of the NSA and the Central Intelligence Agency. In the middle of the encryption controversy after San Bernardino, he took the position that everyone should have the right to deploy and use robust encryption but that the intelligence agencies would have a reciprocal right to develop and deploy decryption tools and then it would be “game on” for the NSA to break it. See Michael Hayden: America Is Safer with End-to-End Encryption, NPR (Mar. 1, 2016), https://www.npr.org/2016/03/01/michael-hayden-nsa-encryption [https://perma.cc/6QW8-PF65]; Jose Pagliery, Ex-NSA Boss Says FBI Director Is Wrong on Encryption, CNN (Jan. 13, 2016), https://money.cnn.com/2016/01/13/technology/nsa-michael-hayden-encryption/index.html [https://perma.cc/GKX9-KXLJ].
44. That push for legislation granting law enforcement and intelligence agencies access to encrypted data ended when Congress failed to pass the Compliance with Court Orders Act of 2016. See Andy Greenberg, The Senate’s Draft Encryption Bill Is ‘Ludicrous, Dangerous, Technically Illiterate’, WIRED (Apr. 8, 2016), https://www.wired.com/2016/04/encryption-bill-privacy-nightmare/ [https://perma.cc/PTD-WMWE]. The effort was revived recently when FBI Director Christopher Wray suggested that law enforcement officers have been unable to access 7,800 devices because of encryption. See Morgan Chalfant, New Push to Break Deadlock Over Encrypted Phones, HILL (Apr. 8, 2018), https://the
pelling Apple to create an access point into Farook’s phone by developing technology capable of circumnavigating the encryption on his iPhone. Apple resisted, relying in part on its own First Amendment rights. Technology companies, civil libertarians, academics, and others jumped to Apple’s defense, arguing that limiting the ability of companies to develop and deploy encryption technologies would compromise privacy interests, render a whole range of sensitive information vulnerable, threaten First Amendment rights to association and freedom of the press, expose political activists in repressive regimes to threats of death, and impede technological development.

The Apple encryption controversy raised important questions of constitutional rights and public policy that ultimately went unanswered. The FBI identified a private contractor who was able to unlock Farook’s iPhone, effectively mooting the case. But the going dark debate has continued to simmer. Legislation compelling the installation of backdoors has been introduced here and in other western democracies. Law enforcement agents have continued to criticize technology compa-
nies for developing and installing encryption in their products. And technology companies have continued to assert their purported rights to develop and deploy encryption and other technologies that enhance the ability of users to go dark. Lavabit has even reopened its doors, offering a new suite of products offering secure communication and data storage. Amidst all of this conversation and activity, the privacy interests of citizens and consumers have been part of the conversation, but there has been shockingly little effort to explain whether and how those privacy interests might support a right to go dark. This article aims to fill that gap.

Do we have the right to go dark? It is a question that grows more important as digital communications, data storage, smart devices, and internet connected products ranging from phones to refrigerators become increasingly central to our lives. Take, as an example, personal devices like smartphones and wearable fitness trackers. These devices can and must gather intimate information in order to provide services and user benefits. Many devices also gather a range of rather quotidian information that, when aggregated and analyzed, can be quite revealing. It is therefore natural to consider much of the information these devices gather to be private. But that does not answer the going dark question. Information can be private but still accessible to government agents through lawful means, such as warranted searches. To ask whether citizens and consumers have a right to go dark is, therefore, to ask whether they have a right to act as the sole conduits to their data by deploying technological means that guarantee absolute immunity from government intrusion and information gathering without their cooperation.

51. Then-Deputy Attorney General Rod Rosenstein accused tech companies of being unwilling to develop “responsible encryption” and asserted that the public will bear the cost of law enforcement’s inability to access encrypted data. See Sari Horwitz, Justice Dept. Might More Aggressively Seek Encrypted Data from Tech Companies, WASH. POST (Oct. 10, 2017), https://www.washingtonpost.com/world/national-security/justice-dept-might-more-aggressively-seek-encrypted-data-from-tech-companies/2017/10/10/33a916c-ad77-11e7-9c58-e0288544a98_story.html [https://perma.cc/53WD-ZM2D]. In Florida, Polk County Sheriff Grady Judd threatened to arrest Apple CEO Tim Cook if his agency was unable to execute a warrant for encrypted data. Seung Lee, Apple's CEO Hears It from a Florida Sheriff, NEWSWEEK (Mar. 12, 2016), https://www.newsweek.com/apple-ceo-hears-it-florida-sheriff-436306 [https://perma.cc/5G9E-QCHC].


56. Carpenter, 128 S. Ct. at 2222–23; Riley, 573 U.S. at 401.
Right to Go Dark (?)

Debates about privacy and technology tend toward grand abstractions. This article takes a different tack by focusing on the three most salient sources of legal limits on the ability of law enforcement and other government agents to access and gather information: the Fourth Amendment, the Fifth Amendment prohibition on compelled witnessing, and evidentiary privileges. It concludes that, although present doctrine probably does not support a general right to go dark, that may well change as technologies continue to play more central roles in our lives and government agencies continue to deploy and use technologies capable of facilitating programs of broad and pervasive surveillance.

II. A FOURTH AMENDMENT RIGHT TO GO DARK (?)

The Fourth Amendment guarantees that

[the right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.57]

The threshold question in any Fourth Amendment case is whether government conduct constitutes a “search.”58 If government conduct is a “search,” then it falls within the regulatory purview of the Fourth Amendment. If not, then government agents may act at their discretion, free from Fourth Amendment restraints.59 One might assume that determining whether government action constitutes a “search” is a fairly straight-forward task. We all know what it is to “search.” Any “seeking,” “looking into,” or “looking through,” in order “to find or discover something” would qualify.60 I search for my keys before leaving the house; I search for a friend in a crowded restaurant; and I search for information on the internet about a political candidate. Not complicated. But, in its vast, and perhaps well-intentioned, wisdom, the Supreme Court has made the task rather more complicated.

It all started with Olmstead v. United States, decided in 1928.61 There, prohibition agents suspected that Roy Olmstead—of all things a former lieutenant in the Seattle police force—was engaged in a conspiracy to import and distribute illegal liquor in violation of the Volstead Act.62 In an effort to look for information and to seek evidence of Olmstead’s illegal activities, federal agents installed a wiretapping device on telephone

57. U.S. CONST. amend. IV.
60. Gray, supra note 58, at 158–60.
62. Id. at 455–56.
lines leading into his home.\footnote{63}{Id. at 456–57.} The agents found what they sought.\footnote{64}{Id. at 457.} By listening to Olmstead’s conversations, the agents were able to document his participation in the conspiracy and discover when and where his shipments of liquor from Canada would arrive.\footnote{65}{Id.}

By any common definition, we might describe these activities as a “search.” By less common definition, the Court did not. Over a spirited dissent written by Justice Louis Brandeis, Chief Justice William Howard Taft held for the Court that wiretapping Olmstead’s phone line was not a search for purposes of the Fourth Amendment because it entailed “the use of the sense of hearing and that only.”\footnote{66}{Id. at 464.} Absent some looking or touching coupled with a physical intrusion of a person, house, paper, or effect, there was no search.\footnote{67}{Id. at 466.} Absent a search, the Fourth Amendment imposed no restraints on the officers’ use of wiretaps to look for information and certainly did not require approval by a detached and neutral magistrate in the form of a warrant supported by probable cause.\footnote{68}{Id. at 464.}

After Olmstead, law enforcement officers were left to their own discretion as to whether, when, and why they would use wiretapping and other surveillance and eavesdropping technologies. At least with respect to the Fourth Amendment, they were free to listen in on anyone, anytime, for good reasons, for bad reasons, or for no reasons at all, so long as they did not physically intrude into a constitutionally protected area.\footnote{69}{Id. at 464.}

By the middle of the twentieth century, the Court had come to regret granting that broad license. Relatively rare in 1928, telephones had become ubiquitous by 1967.\footnote{70}{Alexander Scolnik, Note, Protections for Electronic Communications: The Stored Communications Act and the Fourth Amendment, 78 Ford. L. Rev. 349, 363 (2009).} So too had law enforcement agencies, which grew dramatically in size, number, and scale during and after Prohibi-
By the late 1950’s, law enforcement agencies had also become much more aggressive, not only in investigating and prosecuting crime, but in domestic surveillance and intelligence-gathering as well. Predictably, political activists and dissidents were among their favorite targets. Perhaps the most notorious of these efforts was the Federal Bureau of Investigation’s Counter Intelligence Program, which infamously targeted political activists such as Fred Hampton and Martin Luther King Jr. But many state and municipal police forces also had officers and units dedicated to monitoring and, in some cases, infiltrating political groups.

Amidst all of this, wiretapping and other forms of electronic surveillance had become common tools in domestic spying programs, at least in part because of the license granted by Olmstead. As a result, every American faced the very real prospect that they might be subject to government surveillance for insufficient reasons, for bad reasons, or for no reasons at all. Concerned with the general threat to the right of the

---

72. Gray, supra note 58, at 191–95.
74. Id. at 4–5.
75. This counterintelligence program was designed to disrupt groups and neutralize individuals deemed to be threats to domestic security. Id. at 3.
76. Id. at 7 (explaining surveillance of Martin Luther King Jr.).
77. The New York City Police Department’s Bureau of Special Services was a secretive division of some fifty detectives who routinely surveilled and kept dossiers on individuals based on their race and political affiliations. Emanuel Perlmutter, Police Intelligence Unit Watches Racial Activity, N.Y. Times, July 27, 1964, at 19. A successful class action suit was brought against the Bureau of Special Services and the New York City Police Department alleging that the surveillance conducted by the bureau violated constitutional protections. See generally Handschu v. Special Servs. Div., 605 F. Supp. 1384 (D. Mass. 1985).
79. The “Church Committee,” so named after Senator Frank Church, would later describe the nature of this surveillance threat in vivid terms:

Too many people have been spied upon by too many Government agencies and too[o] much information has [been] collected. The Government has often undertaken the secret surveillance of citizens on the basis of their political beliefs, even when those beliefs posed no threat of violence or illegal acts on behalf of a hostile foreign power. The Government, operating primarily through secret informants, but also using other intrusive techniques such as wiretaps, microphone “bugs,” surreptitious mail opening, and break-ins, has swept in vast amounts of information about the personal lives, views, and associations of American citizens. Investigations of groups deemed potentially dangerous—and even of groups suspected of associating with potentially dangerous organizations—have continued for decades, despite the fact that those groups did not engage in unlawful activity. Groups and individuals have been harassed and disrupted because of their political views and their lifestyles. Investigations have been based upon vague standards whose breadth made excessive collection inevitable. Unsavory and vicious tactics have been employed—including anonymous attempts to break up marriages, disrupt meetings, ostracize persons from their professions, and provoke target groups into rivalries that might result in deaths. Intelligence agencies have served the political and personal objectives of presidents and other high officials. While the agencies often committed excesses in response to pressure from high officials in the Executive branch and Congress, they also occasionally initiated improper activities and then concealed them from officials whom they had a duty to inform. Governmental officials—including
people to be secure against unreasonable searches posed by emerging eavesdropping and surveillance technologies, the Court elected to reshape its Fourth Amendment jurisprudence. That project took shape in *Katz v. United States*, decided in 1967.80

Charles Katz was prominent in bookmaking circles as, among other things, a college basketball handicapper.81 He conducted much of his interstate bookmaking business using one or another of three public telephone booths located near his apartment on Sunset Boulevard in Los Angeles, California.82 The FBI got wind of his activities and hit upon an ingenious plan to look for and try to find evidence against Katz. First, the agents arranged with the telephone company to disable one of the phones.83 Then, the agents installed an “electronic ear” listening device between the remaining two phone booths, which would allow them to eavesdrop on Katz’s conversations no matter which he chose to use.84 Their ploy was successful. The agents found what they were looking for: evidence documenting Katz’s participation in illegal sports betting.85

The agents in *Katz* had clearly done their homework on the Fourth Amendment. Toeing the lines drawn in *Olmstead*, they were only using their senses of hearing; the target for their eavesdropping was a public telephone booth, which is not a person, house, paper, or effect; and the listening device was installed outside the booths, so there was no physical intrusion. Add the fact that they had permission from the owner of the booth—the telephone company—to install the device, and it is easy to understand their confidence in the constitutionality of this investigative tactic. Therefore, it must have been shocking when the Court held that they had violated the Fourth Amendment by failing to secure a warrant based on probable cause before installing and using this technology to eavesdrop on Katz’s conversations.86

Writing for the Court in *Katz*, Justice Potter Stewart redrew the Fourth Amendment landscape. Noting long-simmering doubts about the merits of *Olmstead* in the Court’s jurisprudence,87 Justice Stewart marked a clean break holding that “the Fourth Amendment protects people, not places.”88 Although he eschewed the idea that the Fourth Amendment established “a general constitutional ‘right to privacy’” in the sense of a “right to be let alone by other people,” he nevertheless concluded that

---

82. *Id.*
83. *Id.*
84. *Id.* at 13–14.
86. *Id.* at 354–56.
87. *Id.* at 353–54.
88. *Id.* at 351.
the Fourth Amendment provides constitutional protections for what a person reasonably “seeks to preserve as private, even in an area accessible to the public.”

In an influential concurring opinion, Justice John Marshall Harlan II pointed out that the Court’s holding offered a new definition of “search.” On this definition, government conduct is a search for purposes of the Fourth Amendment, if it violates “an actual (subjective) expectation of privacy” where that expectation is “one that society is prepared to recognize as ‘reasonable.’” Applying this definition to the facts in *Katz*, Justice Harlan had no reservations in supporting the majority’s holding because the government’s “electronically listening to and recording the petitioner’s words violated the privacy upon which he justifiably relied while using the telephone booth.” It was therefore conduct regulated by the Fourth Amendment. As to the form of that regulation, the Court held that agents needed to either secure a warrant from a detached and neutral magistrate based on probable cause before eavesdropping on *Katz’s* conversations or cite constitutionally salient reasons sufficient to justify their failure to secure a warrant.

Although *Katz* seemed progressive at the time, its novel definition of search has evolved so as to exclude from Fourth Amendment regulation a whole range of government activities that most English speakers would readily identify as “searches.” For example, the Court has held that we have no reasonable expectation of privacy in information voluntarily shared with third parties, at least where government agents access that information through those third parties. In elaborating this “third-party doctrine,” the Court has held that there is no search for purposes of the Fourth Amendment when government agents look through telephone calling records, look through banking records, or try to find information by recruiting a confidential informant or undercover officer to infiltrate a group and surreptitiously record conversations by wearing a wire.

The Court has also held that we have no reasonable expectation of privacy in any information we expose to public view. Applying this

---

89. Id. at 350–51.
90. Id. at 361 (Harlan, J., concurring).
91. Id.
92. Id. at 353 (majority opinion).
93. Id. at 358–59.
94. GRAY, supra note 58, at 68–69.
95. Smith v. Maryland, 442 U.S. 735, 744–46 (1979); GRAY, supra note 58, at 84–89.
96. Smith, 442 U.S. at 745–46.
99. Florida v. Riley, 488 U.S. 445, 451 (1989); GRAY, supra note 58, at 78–84. One might wonder how this rule squares with the facts in *Katz*. As the Court made clear in that case, *Katz* did not have a reasonable expectation of privacy as against visual surveillance in a glass-walled public phone booth but did have an expectation of privacy as against aural surveillance by virtue of his entering the booth and closing the door. *Katz* v. United States, 389 U.S. 347, 353 (1967).
“public observation doctrine,” the Court has held that looking into homes from public thoroughfares and accessible airspace is not a search.100 Neither is looking for someone on public streets or using radio-beeper tracking devices to follow someone’s public movements.101 Interestingly, trespassing upon private land is also not a search, so long as agents do not enter upon the curtilage immediately surrounding a home.102

The third-party doctrine and the public observation doctrine have come under considerable scrutiny in recent years.103 So too have tangential rules governing Fourth Amendment standing.104 This is due in part to the broad licenses these doctrines grant for government agents to deploy and use a wide range of contemporary surveillance technologies, including closed-circuit television camera networks, license plate readers, drones, RFID tracking, cellular phone tracking, biometrics, and Big Data (which allows for the aggregation and analysis of high volumes of varied information from many vectors moving at high velocity). The emergence and rapid expansion of these technologies mark ours as an age of surveillance and pose the threat, if not the promise, of a surveillance state.105

Attentive to the consequences of broad and invasive government surveillance, scholars, critics, and activists have been pushing the courts to act. Some argue for revising the application of the Court’s reasonable expectations of privacy standard, perhaps to include surveillance that is long-term, data-intensive, or particularly revealing.106 Others advocate a new definition of “search” that would encompass a wider range of government conduct.107 In a series of recent cases, a majority of the Justices on the Supreme Court seem to be sympathetic to these concerns, resulting in new constitutional rules governing the installation of GPS tracking devices108 and law enforcement access to the cell site location data gathered and stored by cellular service providers.109 Regardless of where these new lines of doctrine go, however, they are unlikely to provide grounds for a Fourth Amendment right to go dark. The reason why is

103. See, e.g., United States v. Jones, 565 U.S. 400, 417 (2012) (Sotomayor, J., concurring) (“More fundamentally, it may be necessary to reconsider the premise that an individual has no reasonable expectation of privacy in information voluntarily disclosed to third parties.”).
107. See, e.g., Gray & Citron, supra note 59, 62.
evident if we return to the technology at issue in the San Bernardino case: a cellular phone.

In 2014, the Court decided *Riley v. California*.\(^{110}\) Riley had been arrested on weapons charges. During a search incident to arrest of his person, officers found his cellular phone, which they accessed without a warrant or claim of emergency.\(^{111}\) By examining messages, call logs, and pictures on the phone, the officers established Riley’s ties to a gang and a shooting incident.\(^{112}\) At trial, Riley unsuccessfully challenged the admissibility of evidence derived from his phone.\(^{113}\) He was convicted and eventually appealed to the Supreme Court.\(^{114}\) In a decision remarkable for its potentially far-reaching reasoning, the Court held that cellphone users have a heightened expectation of privacy in the contents of their phones.\(^{115}\)

Cellphones, the *Riley* Court pointed out, have become a ubiquitous feature of modern life, to the point where they are, in essence, an extension of our bodies.\(^{116}\) Almost everyone has one. They go with us everywhere and have come to serve as repositories for a wide variety of content and data.\(^{117}\) Phones are also conduits to data stored on third-party servers.\(^{118}\) These features, in the Court’s view, put cellular phones on par with homes, offices, and file cabinets, all of which are afforded the highest levels of protection under the Fourth Amendment.\(^{119}\) Based on this analysis, the Court held that accessing the contents of a cellular phone is a search.\(^{120}\) Then it went further, holding that law enforcement officers cannot rely on the search incident to arrest doctrine when searching a cellular phone but, instead, must secure a warrant or cite facts sufficient to justify an exception to the warrant requirement, such as an emergency.\(^{121}\) The Court also suggested that accessing data stored in “the cloud” would also be a search for purposes of the Fourth Amendment.\(^{122}\)

In light of the Court’s holding in *Riley*, it is tempting to think that the Fourth Amendment would provide grounds for a Fourth Amendment right to go dark. What better way, after all, to ensure against unauthorized government snooping of our phones and data repositories linked to our phones than to encrypt our devices and data stored in third-party
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servers? Although tempting, this conclusion does not immediately follow from the holding in *Riley*.

Affording Fourth Amendment protections, whether to a home or phone, is not the same as affording a right to go dark. Consider the text. By its language, the Fourth Amendment guards only against threats of *unreasonable* searches and seizures. *Eo ipso*, it does not grant any rights of security against *reasonable* searches and seizures. In fact, some scholars contend that the warrant clause, which describes a procedure for establishing the reasonableness of a search, implies that government agents have a right to engage in reasonable searches and seizures. That is probably a step too far. The fundamental role of the Fourth Amendment is to limit government power, not the powers of the people or the conduct of persons. But the fact that the text includes the warrant clause certainly cuts against any inference that the Fourth Amendment provides the people or persons with a right to prevent reasonable searches. And, that, of course, is precisely what a right to go dark would mean.

Consistent with this reading of the text, the Supreme Court’s Fourth Amendment jurisprudence does not provide ready grounds for a Fourth Amendment right to go dark. The vast majority of the Court’s Fourth Amendment doctrine governs nonconsensual searches, drawing lines between those that are and are not “reasonable.” Why bother if those subject to nonconsensual searches maintain final authority to prevent or refuse a government search? Take, for example, the knock and announce rule. The knock and announce rule allows officers serving a lawful warrant to effectuate a forcible entry into a home so long as they knock, announce themselves, and provide those on the premises a reasonable opportunity to comply. The whole enterprise would be rendered nonsensical if citizens had a right under the Fourth Amendment to deploy walls, doors, and locks invulnerable to lawful entry. So, too, the Court’s doctrine governing warranted searches, emergency searches, and special needs searches. Why spill all this ink if the targets of searches ultimately have final veto power over the authority of law enforcement, courts, and administrative agencies to approve a lawful search? And then there is the rather long line of cases dealing with consent searches. Read uncriti-
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127. United States v. Drayton, 536 U.S. 194, 206–07 (2002) (holding that law enforcement asking questions of passengers on a bus did not constitute an illegal seizure and that consent given to search passenger and bags was valid); Ohio v. Robinette, 519 U.S. 33, 35 (1996) (upholding consent to search a vehicle that was given after law enforcement completed valid traffic stop); Schneckloth v. Bustamonte, 412 U.S. 218, 248–49 (1973) (holding
ally, these cases might suggest that citizens can prevent searches and seizures by simply refusing to give consent. But, of course, refusing to give consent to search just pushes an相遇 another road, requiring that officers secure a warrant or otherwise establish that they acted reasonably. Refusal to give consent is far from being the last word.

Recognizing a right to go dark under the Fourth Amendment would also seem to run contrary to the balancing of interests implied in the Amendment’s focus on reasonableness.\(^{128}\) The Court has long held that determining what is “reasonable” for purposes of the Fourth Amendment requires striking a balance among the competing interests at stake.\(^{129}\) On the one hand, searches compromise a target’s privacy interests, property interests, and personal security interests.\(^{130}\) On the other hand, searches advance governmental interests in public security, usually by facilitating the detection, investigation, and prosecution of crime.\(^{131}\) The Justices generally regard a search or a class of searches as reasonable for purposes of the Fourth Amendment if they strike an appropriate balance among these competing interests.\(^{132}\) Recognizing a right to go dark under the Fourth Amendment would effectively render this balancing of interests approach irrelevant. In fact, recognizing a right to go dark would virtually extinguish the ability of government agents to use many investigative techniques that play an important role in vindicating public interests, providing for public security, prosecuting crime, and protecting the public, including its most vulnerable members.\(^{133}\)

None of this means that the Fourth Amendment by itself would bar the deployment and use of encryption or other efforts to go dark. The humbler claim is simply that there is no right under the Fourth Amendment to thwart lawful searches by physical or technological means. It follows that, should Congress pass a law limiting the deployment and use of encryption (that a suspect need not know that he has the right to decline a search in order for the search to be based on valid consent).

\(^{128}\) See, e.g., Wilson, 514 U.S. at 935–36 (discussing the balancing of property and law enforcement interests underlying the knock and announce rule). See generally Orin S. Kerr, An Equilibrium-Adjustment Theory of the Fourth Amendment, 125 H ARV. L. REV. 476 (2011) (describing the Court’s ongoing effort to strike a reasonable balance between privacy interests and law enforcement interests).
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\(^{133}\) See Child Pornography, U.S. DEPT. JUSTICE, https://www.justice.gov/criminal-ceos/child-pornography [https://perma.cc/6POQ-3ERA] (“The methods many offenders use to evade law enforcement detection have also become increasingly sophisticated. Purveyors of child pornography continue to use various encryption techniques and anonymous networks on ‘The Dark Internet’, attempting to hide their amassed collections of illicit child abuse images. Several sophisticated online criminal organizations have even written security manuals to ensure that their members follow preferred security protocols and encryption techniques in an attempt to evade law enforcement and facilitate the sexual abuse of children.”).
technologies capable of thwarting warranted searches, that law would not be vulnerable to Fourth Amendment challenges. Thus, when it comes to the Fourth Amendment itself, it seems that all we can say is, “If you got a warrant, I guess you’re gonna come in.”

The San Bernardino case provides a useful concrete example for elaborating these points. The paradigm case of a reasonable search for purposes of the Fourth Amendment is one licensed by a warrant that is based upon probable cause, supported by oath or affirmation, issued by a detached and neutral magistrate, and that describes with particularity both the place to be searched and the evidence sought. The agents in San Bernardino had a probable cause warrant to search Farook’s phone. That seems to be all the Fourth Amendment requires in order for their proposed search to be reasonable. If we read the Fourth Amendment as also guaranteeing a right to go dark, then, despite the officers’ compliance with the demands of the warrant clause, Farook would still maintain a superior right to prevent those officers from serving their warrant. This would imply his further right to privilege his privacy interests above public interests in identifying terrorist plots and preventing terrorist attacks, not to mention our collective interests in prosecuting and punishing terrorists. It is hard to see any evidence in the text of the Fourth Amendment or the Court’s Fourth Amendment jurisprudence for recognizing such a right.

The Fourth Amendment guards against unreasonable searches and seizures. It does not guarantee an additional right to secure oneself against reasonable searches. Returning to our discussion of Riley, this means that information and data can be deemed private under the Fourth Amendment but nevertheless remain accessible to government agents through lawful means. We can have a reasonable expectation of privacy in the contents of our cellular phones but still not have a right to prevent law enforcement from gaining access to our phones and data stored on our phones if they have a warrant. That, it seems, is where the Fourth Amendment rests on the right to go dark question. But might this conclusion be too hasty? Might it miss the place of the Fourth Amendment in our constitutional structure and the role it plays in addressing new threats posed by modern surveillance capacities and practices?

Although the Katz Court framed the Fourth Amendment in terms of privacy, the word “privacy” appears nowhere in the text. Neither do concerns with protecting privacy appear in the drafting history of the Fourth Amendment.

134. There might well be grounds to object on First Amendment grounds. See, e.g., Apple Inc’s Motion to Vacate Order, supra note 46, at 32–34.
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137. This assumes, of course, that probable cause existed, that the officers abided the terms of the warrant when conducting the search, and that the means and methods used when conducting the search were not unreasonable in terms of the force used.
Amendment. True, Fourth Amendment protections for houses sound in common law treatments of homes as sovereign fiefdoms providing spaces to which persons can withdraw from society, seeking succor from the travails and vicissitudes of the world. But, tellingly, the Fourth Amendment does not protect the privacy of persons in their homes. It instead protects the right of “the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures.” That wording is not a matter of capricious happenstance. It reflects a drafting history and historical context in which the Fourth Amendment was understood as guaranteeing a collective right against the unconstrained use of government powers to search and seize. Moreover, the Fourth Amendment was adopted against the backdrop of eighteenth century efforts to use search and seizure powers to suppress political and religious freedom. In this regard, the Fourth Amendment can and must be read as a precondition to functioning democracy that is of a piece with rights guaranteed in Article I, the First Amendment, the Second Amendment, the Ninth Amendment, and the Tenth Amendment.

The democratic order imagined by the Constitution and Bill of Rights is now in peril. There can be little doubt that we live in an age of surveillance. The dystopian visions familiar from the works of George Orwell, Aldous Huxley, and even J.R.R. Tolkien are upon us. Daily, we are subjected to the threat or reality of visual surveillance from closed-circuit television cameras. We are tracked through our cellular phones and GPS-enabled devices. Our activities on- and off-line are monitored through financial records and the volumes of “digital exhaust” we generate every moment of our lives. The Snowden revelations and
subsequent reporting have disclosed to the public both the extent of existing governmental surveillance and a clear ambition on the part of the Executive Branch to achieve omniscience.149

As Justice Sonia Sotomayor has pointed out, the threat and reality of broad and indiscriminate surveillance is “inimical to democratic society.”150 As a government of the people, democratic societies are designed for the people to watch the government, holding those in power to the people’s standards through their critical gaze.151 In a surveillance society, the vector of power runs in the other direction.152 In a surveillance state, it is the people who are constantly judged and disciplined by government’s gaze.153 We need not rely on fiction to see the dangers. The twentieth century provides us with ample examples of oppressive regimes where surveillance was deployed and used as a tool of social control.154 What the Snowden documents reveal is that we are standing at the precipice of a constitutional crisis driven by ongoing government efforts to conduct the kinds of broad and indiscriminate surveillance programs characteristic of a surveillance state.

In the face of these challenges, the political branches have proven unwilling or unable to constrain the rapid expansion of government surveillance programs.155 Demonstrably buoyed by various interminable wars (on terrorism, on drugs, on poverty, etc.), executive agencies have pur-
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154. The Ministry for State Security (Stasi) of the former German Democratic Republic employed an extensive network of informants and spies in order to quash dissent and maintain control over the public. Virtually everyone in the German Democratic Republic was either an employee/informant of the Stasi or a target of its oversight. See Paul M. Schwartz, Constitutional Change and Constitutional Legitimation: The Example of German Unification, 31 Hous. L. Rev. 1027, 1052–53 (1994).
sued more and greater surveillance powers. Perhaps fearful of the political consequences, legislatures have so far not set any real constraints. Until recently, courts have often been similarly ineffectual and, ironically, defer to the superior democratic legitimacy and policy expertise of the political branches. As a result, the security of the people against unreasonable searches and seizures has been dramatically degraded. Added to that is the problem of cheating. As the Snowden documents reveal, executive agents appear perfectly willing to violate even the minimal constitutional and legal constraints under which they live, engaging in illegal activities or outsourcing surveillance work to foreign states and private contractors, who may not be subject to the same constitutional constraints.

None of this is unexpected. In fact, it is the natural teleology of the executive state. The exercise of police and security powers inevitably drives executive agents to pursue more and greater powers, including the ability to conduct broad and pervasive surveillance. What better way to fight crime and protect the public than to achieve omniscience? Of course, it was precisely this well-understood trajectory of executive power that inspired our founders to include structural constraints on the Executive in the body of the Constitution and to afford to persons and the peo-


157. See supra note 155 and accompanying text.
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ple rights designed, in part, to guarantee security against overreaching executive power.161

From this perspective, we can see our current crisis as the result of a structural failure. The coordinate branches have simply failed to perform their roles. Given this state of affairs, might the Fourth Amendment imply a right to self-help? Might it entail a right of the people to secure for themselves their constitutional birthright when Congress and the courts fail to act?

Although there is no recognized right to go dark in the Supreme Court’s Fourth Amendment jurisprudence, there is a substantial case to be made that the Fourth Amendment, as a guardian of democratic principles, contains a residual right to self-help. That right is prominent in the Katz definition of “search,” which requires that a subject manifest an expectation of privacy.162 Much discussion of the Court’s Fourth Amendment jurisprudence since 1967 has focused on what expectations of privacy are “reasonable.” But that is only half of the inquiry under Katz. Courts are also interested in whether a target has manifested an expectation of privacy.163 Here, countermeasures and other forms of self-help play an important role in guaranteeing Fourth Amendment rights. Just as examples, the courts have encouraged citizens to erect fences around their yards,164 close doors,165 shutter windows,166 deploy blinds,167 and conduct their affairs behind opaque walls.168 Encryption and other efforts

161. See Entick v. Carrington (1765) 95 Eng. Rep. 807, 817 (K.B.) (“[W]e can safely say there is no law in this country to justify the defendants [in executing a search unsupported by law or precedent]; if there was, it would destroy all the comforts of society.”); see also Jones, 565 U.S. at 405 (stating that Entick “is a ‘case we have described as a ‘monument in English Freedom’” and is considered “‘the true and ultimate expression of constitutional law’ with regard to search and seizure” (quoting Brower v. County of Inyo, 489 U.S. 593, 596 (1989))); Johnson v. United States, 333 U.S. 10, 14 (1948) (“The right of officers to thrust themselves into a home is also a grave concern, not only to the individual but to a society which chooses to dwell in reasonable security and freedom from surveillance.”).

162. Katz v. United States, 389 U.S. 347, 361 (1967) (Harlan, J., concurring) (“[T]here is a twofold requirement, first that a person must have exhibited an actual (subjective) expectation of privacy and, second, that the expectation be one that society is prepared to recognize as ‘reasonable.’”).
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165. See Ker v. California, 374 U.S. 23, 36–37 (1963) (holding that marijuana observed through an open doorway was admissible under the plain view doctrine).


167. Minnesota v. Carter, 525 U.S. 83, 85, 91 (1998) (holding that a warrant was supported by valid probable cause when officer observed respondents bagging cocaine through respondents’ window).

to go dark may be viewed as another in this long line of countermeasures, manifesting an expectation of privacy against data and electronic surveillance in the same way that traditional countermeasures manifest expectations of privacy against aural and visual surveillance. Nobody would contest the right of citizens to erect a fence or close a blind in order to protect against government snooping. Why should encryption be different?

The easy answer, of course, is that law enforcement officers can climb over a fence, open a door, or pull back a curtain. The problem with encryption is precisely that government agents acting lawfully cannot open an encrypted device or reveal encrypted data. Although there is certainly a right under the Fourth Amendment to manifest an expectation of privacy, it is quite a different proposition to claim that there is a right to prevent even lawful and reasonable searches and seizures. But that is a conclusion for reasonable times.

We live in a world where law enforcement has been granted an effective license to conduct a whole range of surveillance activities without real legal limits. New technologies have virtually removed any practical constraints on the exercise of that license. Intoxicated by the powers accompanying these expanded capacities, law enforcement and other government agencies have engaged in programs of broad and indiscriminate surveillance, threatening the core democratic values guarded by the Fourth Amendment. In our current environment, encryption and other technological means for going dark may provide the only realistic way for citizens to protect themselves against overreaching and oppressive government surveillance. If that is the only way for we, the people, to guarantee our collective right to be secure against unreasonable searches and seizures, then that existential reality might necessitate recognizing a complementary right to go dark.

Experiences with cellular phone technology during the 1990s provide a useful precedent. When first deployed, cellular phones were little more than handheld radios. They used standard analog technology in common use on two-way radios. The only real differences between these phones and two-way radios were that cellphones used a different frequency range and communicated through the intermediary of a cell network. Cellular phone signals were fairly easy to intercept. Just about anyone with a broad-band radio receiver could eavesdrop on conversations. Wireless home telephones operated on the same basic technology. Conversations conducted using early cellphones and wireless
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home telephones were notoriously susceptible to interception. In the wake of several high-profile incidents, the Federal Communication Commission introduced regulations that sought to protect the privacy of communications over wireless analog telephones. Those regulations were notoriously hard to enforce, however. The interception technology was already out there, easy to make, and virtually impossible to detect. The whole crisis came to an abrupt end when telephone manufacturers and cellular phone services converted to digital technologies that facilitated the widespread use of encryption. There were hiccups, of course, such as when first generation A5/1 encryption was publicly broken in 1999, rendering transparent most communications on first generation cellular networks. But cellular phone providers have regularly upgraded their networks, allowing for the introduction of A5/3 and A5/4 encryption, both of which remain immune from decryption by all but perhaps the most sophisticated national security agencies.

Experiences with the interception of cellular phone signals and encryption as a self-help tool certainly seem to provide a useful precedent for a twenty-first century right to go dark. There is, of course, an important difference. No matter how robust the signals encryption deployed and used by cellular phone companies, service providers retain the ability to decrypt those signals. In fact, they are required to as a matter of statute under the Communications Assistance for Law Enforcement Act. As a consequence, government agents armed with a lawful warrant issued under the Wiretap Act can gain access to the contents of encrypted cellular phone conversations. Contemporary going dark technologies take matters one critical step further by rendering data and communications content opaque even to service providers. But, given the nature of contemporary threats, the ubiquity of electronic communications and data, and the key roles these technologies play in our lives, going dark may well be the only way to truly guarantee our security against threats of unreasonable search and seizure. If that is the case, then should we not have a right to do it?

III. A FIFTH AMENDMENT RIGHT TO GO DARK (?)

The Fifth Amendment guarantees that “[n]o person . . . shall be com-
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peled in any criminal case to be a witness against himself . . . .”182 Tracing its roots to seventeenth century common law and responses to the abuses of the Star Chamber,183 the Fifth Amendment privilege against compelled witnessing is first and foremost a trial right.184 It guarantees that no criminal defendant can be compelled by the state to take the witness stand and testify against herself in a formal magisterial proceeding on pain of contempt, fine, or adverse inference.185 That made good sense in 1791, when investigative law enforcement agencies were virtually non-existent.186 But the Fifth Amendment’s protections had been compromised considerably by the end of the nineteenth century when professionalized law enforcement agencies charged with detecting, investigating, and prosecuting crime became a more common fixture in American society.187 Professional law enforcement investigators were making frequent use of interrogations by the late nineteenth and early twentieth century.188 Their goal was to secure confessions (sometimes by extreme means),189 which could then be admitted into evidence at a later criminal trial.190 These tactics created new challenges for the Fifth Amendment. If you can be compelled to make incriminatory statements or to provide evidence to investigators for later use at trial, then it is of little solace to know that you will be free to sit mute while being damned by your own words.191 In response to these new challenges, the Court extended the Fifth Amendment right against compelled witnessing to other forums.192 Among the most familiar instances of this expansion is 

**Miranda v. Arizona**, which provides a right against compelled self-incrimination during custodial interrogations.193

Although revolutionary when it was decided in 1966, *Miranda* has its roots in the 1886 case *Boyd v. United States*.194 *Boyd* is particularly rele-
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vant to the question whether the Fifth Amendment might support a right to go dark. In that case, federal authorities suspected that Boyd was dodging import taxes owed on, among other goods, shipments of plate glass from England. They secured a court order under the authority of a federal statute forcing Boyd to produce those documents. Boyd complied under protest, arguing that he was being compelled to provide the government with incriminating evidence in violation of the Fifth Amendment. He was convicted and then appealed to the Supreme Court, which sided with Boyd. In his opinion for the Court, Justice Joseph Bradley reported that “we have been unable to perceive that the seizure of a man’s private books and papers to be used in evidence against him is substantially different from compelling him to be a witness against himself.” On that basis, the Court held that

compelling the production of . . . private books and papers, to convict [a party] of crime, or to forfeit his property, is contrary to the principles of a free government. It is abhorrent to the instincts of an Englishman; it is abhorrent to the instincts of an American. It may suit the purposes of despotic power; but it cannot abide the pure atmosphere of political liberty and personal freedom.

Heady stuff—and it is highly suggestive of a potential Fifth Amendment ground for a right to go dark.

There can be no doubt that the contents of our digital devices and electronic communications hold the potential for incrimination. Consider Riley v. California, the case in which the Supreme Court held that accessing the contents of a cellular phone is a search governed by the warrant requirement. Photographs, contacts, and texts found on Riley’s phone implicated him in gang activity and a shooting incident, providing prosecutors with key evidence critical to his conviction. Might Riley, and therefore any of us, contend that being forced to disclose the contents of our devices or electronic communications is an act of compelled witnessing akin to Boyd’s being compelled to produce documents? The Court’s reasoning in Boyd definitely suggests that we could. And, if this is right, then might we argue further that the only way to truly secure that right is through the deployment of robust encryption capable of guaran-
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In 1886, it at least seems that there might well have been good grounds for a Fifth Amendment right to go dark. The problem is that, while the Court was expanding the procedural reach of the Fifth Amendment in *Miranda* and other cases, it was also busy limiting the scope of its application by adopting a narrow view of what conduct constitutes being a “witness” and what kind of witnessing is “compelled.”

In an infamous opinion for the Court in *Pennsylvania v. Muniz*, Justice William Brennan carved *Boyd* back considerably by adopting a narrow definition of what it is to “be a witness.”* Muniz had been arrested for driving under the influence of alcohol. During the booking process, which was videotaped, he was asked a series of standard administrative questions, including his name, address, height, weight, eye color, date of birth, and current age. He was also asked for the date of his sixth birthday. At trial, the tape from his booking procedure was admitted to show that Muniz was unsteady, hesitant in answering questions, slurring his words, and unable to report accurately the date of his sixth birthday. Relying on prior precedent, Justice Brennan reasoned that Muniz’s physical comportment and the manner of his expression were not “testimonial” because that conduct did not disclose the results of a mental process. Unlike factual assertions or disclosures of information, behavioral manifestations of drunkenness do not reveal the inner workings of the mind. Although Muniz’s answers to the booking questions did entail assertions of fact and disclosures of information and therefore were “testimonial,” Justice Brennan pointed out that requests for this kind of biographical information were necessary to the routine administrative process of booking arrestees and therefore were exempt from Fifth Amendment protections. The question relating to the date of Muniz’s sixth birthday was different, however, in that it required expressing the results of a mental process but was not reasonably related to the booking process. Evidence relating to that question and his response therefore fell within the compass of the Fifth Amendment’s protections.

The other line of twentieth century doctrine that has limited significantly the scope and reach of *Boyd* addresses when a testimonial expres-
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sion is “compelled.” In Fisher v. United States, the Court held that “the Fifth Amendment does not independently proscribe the compelled production of . . . incriminating evidence but applies only when the accused is compelled to make a testimonial communication that is incriminating.” In particular, the Court reasoned, compelling the production of documents that a suspect created previously by a voluntary act does not necessarily implicate the Fifth Amendment even if those voluntarily created documents contain self-incriminatory statements that might be regarded as testimonial under Muniz. The Court allowed that the act of production might itself be testimonial but maintained that the Fifth Amendment provides no independent protection for the contents of documents voluntarily created such as diaries, journals, and business records.

Together, Muniz and Fisher voided much of the pomp and promise of Boyd. They also seem to limit significantly the potential for a right to go dark grounded in the Fifth Amendment privilege against compelled witnessing. That is because much of the content law enforcement agencies might want to access on digital devices is not testimonial, not compelled, or is neither testimonial nor compelled. Consider again the facts in Riley. There, the investigating officers were interested in texts and pictures Riley had created of his own volition, free from state compulsion. As a consequence, those documents were excluded from Fifth Amendment protections under Fisher. Officers were also interested in call records and contact lists stored on Riley’s phone, none of which were results of Riley’s mental processes. In fact, at least with respect to call records, the information was not even created by Riley. Instead, that data was an artifact produced by his phone and installed apps, which created and reported those records independent of any conduct on his part. True enough, Riley initiated the underlying calls, but the data about those calls was not the result of any act of expression or mental process on his part.

By a similar analysis, the location data routinely gathered and stored by personal devices, and particularly cellular phones, probably would not qualify for Fifth Amendment protection under current doctrine. Consider, as an example, cell site location information (CSLI). Whenever they are turned on, our cellular phones are in regular contact with the network of cellular base stations maintained by our service providers. Each one of these “pings” generates a fairly precise location data point. These data points are gathered by service providers at regular intervals—usually every few seconds. Most providers store that data
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for several years, which means that they possess a virtual “time machine” capable of retracing our past movements and creating a detailed history of our lives. That kind of information has extraordinary law enforcement potential. For example, in Carpenter, investigators reviewed several months of cell site location data to document Carpenter’s proximity to a number of armed robberies. That objective evidence was valuable in itself but also provided important corroboration of testimony offered by coconspirators.

The Carpenter Court ultimately held that CSLI is protected by the Fourth Amendment. But is it also subject to Fifth Amendment protection? Given the current state of the law, it seems unlikely that it would be. CSLI is generated automatically as users’ phones interact with service providers. There is no expressive act involved. None of this is the result of a user’s mental processes. The data is aggregated and stored by cellular service providers. That process is also automatic, and also is not expressive. One might argue that there is an expressive act at the root of the process. After all, someone decided to gather and store the data, wrote the code, and installed the system. But to the extent this preparatory conduct can render the creation, gathering, and storing of CSLI expressive, it is still voluntary, not compelled. Even if it was compelled, any potential Fifth Amendment claim would belong to the cellular service provider, not the customer, because it is the cellular service provider who is being compelled to “speak.” But, of course, corporations are not “persons” for purposes of the Fifth Amendment and therefore cannot resist requests to disclose business records on Fifth Amendment grounds. So, although the Fourth Amendment might require law enforcement to get a warrant for CSLI, the Fifth Amendment prohibition against compelled witnessing does not seem to provide any additional constitutional protections.

These are points worth amplifying. Much of the data that law enforcement is likely to want to access on phones and other devices is created by these devices without any intentional actions on the part of users.

---

227. See id.
228. Id. at 2222.
229. Id. at 2217–18.
230. There is a reasonable argument to be made here that cellular service providers are “compelled” to gather and store CSLI, at least for short, relatively contemporary periods of time. That is because Federal Communication Commission regulations require that cellular service providers be able to identify the locations of callers who use cellular phones to call 911. See Stephanie K. Pell, Location Tracking, in The Cambridge Handbook of Surveillance Law 44, 49 (David Gray & Stephen Henderson eds., 2017). But there is no federal mandate that service providers maintain long records of CSLI or store that information for an extended period of time.
sider a recent case in Germany. Prosecutors there were assembling evidence against a defendant, Hussein K., who was charged with raping and murdering a woman before disposing of her body next to a river. Investigators were able to establish a pretty clear timeline of the crime, including the period during which the killer had dragged his victim’s body down an embankment to the river’s edge. Although their suspect was not cooperating, investigators were able to access his iPhone, including data stored on its Health app, which has been an embedded feature of iOS since 2014. That data documented the suspect’s descending “stairs” and then ascended “stairs” during the timeframe when the perpetrator had disposed of the victim’s body. Not only that, the phone’s descent and ascent was roughly equivalent to the height of the embankment next to the river where the victim’s body was found. This was a tidy little piece of detective work made possible by a commonly carried electronic device that constantly gathers and stores data documenting how many steps a user has taken and how many stairs he has climbed. But what is important for present purposes is that none of that information was in any way the result of an act of expression by the user. Neither was the generation or recording of that data “compelled” by any government agent.

Although not relevant in the German case, location data gathered and stored by phones and other personal devices can also be useful in establishing a suspect’s proximity to a crime or locations associated with a criminal enterprise. Take, as an example, Carpenter. There, investigators used CSLI to tie Carpenter to a series of armed robberies by showing that his phone was in close proximity to the crimes when they occurred. Granted, the location data at issue there came from his cellular phone provider rather than the phone itself, but the case nevertheless demonstrates the investigative value of precise location data. United States v.
Jones provides another example. In that case, officers used location data generated by a GPS tracking device attached to Jones’s vehicle to document his regular proximity to areas associated with a drug conspiracy. Importantly, that location data was generated by a government-installed device rather than Jones’s phone, but as Justice Sotomayor pointed out in her influential concurrence in that case, “[w]ith increasing regularity, the government will be capable of duplicating the monitoring undertaken in this case by enlisting factory- or owner-installed vehicle tracking devices or GPS-enabled smartphones.” Amplifying this point, Chief Justice Roberts has compared cellular phones to ankle monitors that allow “the Government” to “achiev[e] near perfect surveillance,” not just of identified suspects, but all of us. Moreover, much of that data is shared with software applications and stored both on the devices and in the cloud. Nevertheless, under the Court’s current Fifth Amendment doctrine, location data generated by native GPS chips, stored on our devices, and shared through the cloud would all be voluntarily produced, apparently immunizing the data from Fifth Amendment protection.

Personal information and location data do not remotely exhaust the kinds of information gathered and stored by electronic devices that might be of interest to law enforcement. For example, many folks now wear fitness trackers and other devices capable of gathering biometric data including heart rate and documenting the precise nature of their movements. There are even sunglasses that monitor brain waves. How helpful would it have been for investigators in the German case if they could have accessed data showing that their suspect had an elevated heart rate during the timeframe when the victim’s body was moved and discarded? How much better if they could document that he was engaged in a lot of pulling, lifting, and dragging—all movements that would be recorded by a device to monitor users engaged in sports like CrossFit? To shift the hypothetical, imagine that officers are investigating a car accident where they suspect that one of the drivers fell asleep behind the wheel. It would certainly be helpful if officers could access the driver’s Fitbit to see whether his heart rate had dropped just before the crash and his smart glasses to see whether his head lolled and his brainwaves

241. Id. at 403–04.
242. Id. at 415 (Sotomayor, J., concurring).
245. Many fitness trackers are capable of automatically sensing not only when a user has started to exercise but also the activity and specific data relevant to that activity such as cadence rate for runners and strokes per minute for swimmers. See, e.g., FITBIT, INC., FITBIT CHARGE 3 USER MANUAL 34 (2019), https://staticcs.fitbit.com/content/assets/help/manuals/manual_charge_3_en_US.pdf [https://perma.cc/KWM2-B6BM].


slipped into a pattern consistent with dozing off. Better still, imagine that they had evidence that his heart rate and brainwaves had fluctuated several times in the minutes before the crash, documenting a pattern of dozing and reawakening. That kind of evidence would be useful not only to determine what happened but also to establish that the driver had acted recklessly.

Although no court has squarely addressed the Fifth Amendment status of data on digital devices, cases dealing with similar kinds of information seem to assume that voluntarily or incidentally created information falls within the exceptions carved out by Muniz and Fisher. That is evident in a relatively new set of cases dealing with the Fifth Amendment consequences of compelling a suspect to decrypt encrypted digital data. Unsurprisingly, a stable consensus has formed for the proposition that compelling a suspect to decrypt encrypted devices or data by non-expressive means, such as a fingerprint or through facial recognition, does not implicate the Fifth Amendment privilege against compelled warning. By contrast, courts are divided on the question whether compelling a suspect to disclose or input a passcode is barred by the Fifth Amendment. Some courts have concluded that disclosing or inputting a passcode is testimonial and entitled to full Fifth Amendment protections. Others have admitted the testimonial status of passcodes but have compelled production under the foregone conclusion doctrine, which allows courts to compel testimonial expressions when what is revealed has been established by independent means. As applied to data on personal devices, this suggests that, if officers can show that a device belongs to a suspect, then it is a foregone conclusion that the suspect knows the password and therefore can be compelled to disclose that password to law enforcement.

247. This same kind of data would be generated by worn or onboard systems designed to notify drivers if they are losing attention or drifting to sleep. Systems and devices such as these are already available on the consumer market with more sophisticated systems capable of monitoring mood, emotion, and other factors affecting driver safety on the horizon. See, e.g., Affectiva Automotive AI, AFFECTIVA, https://www.affectiva.com/product/affectiva-automotive-ai/ [https://perma.cc/27MJ-NYSB] (last visited Oct. 12, 2019).
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without violating his Fifth Amendment privilege against compelled witnessing.253

Although the law governing compelled decryption is still developing, what is most notable about these cases for the present exploration is what courts and commentators seem to assume: that the contents themselves have no independent claim to Fifth Amendment protection.254 But is that so obvious? It may be if we look at electronic devices through an analog lens. From this perspective, our electronic devices are vessels akin to diaries, datebooks, and file cabinets stocked with voluntarily created documents. But are smartphones and wearable devices really the same as diaries and datebooks? Perhaps not.

The Supreme Court has recognized some basic anthropological facts about our personal devices: they are ubiquitous, and increasingly, they are part of us.255 More and more, our electronic devices act as extensions of our carbon-selves. They go with us everywhere, which gives them access to events, experiences, and memories that are uniquely ours. They are parallel first-person observers, but they are also enhancements, allowing us to augment or outsource many functions we once performed using our factory-installed, carbon-based processors. They remember for us. They remind us. They keep track of where we have been and with whom. They monitor our activity, movement, heartrate, and even our mood. They add to our funds of knowledge. And this is just the beginning. We are in the midst of an ongoing process of coevolution with digital technologies. At the forefront are devices that are surgically implanted, in whole or in part, literally becoming part of us.256 We might now speak metaphorically of devices that are “an important feature of human anatomy,”257 but today’s metaphor is likely to be tomorrow’s literalism. We are becoming cyborgs, and these devices are part of us.258

If our present relationship with electronic devices marks the beginning of our next evolutionary step, then rules developed to contend with analog technologies like pen and paper appear to have little relevance. To see the point, imagine that neuroscientists were able to break the code of human cognition and developed a device capable of reading thoughts and memories.259 Would the Fifth Amendment allow law enforcement to

254. But see Choi, supra note 204, at 74 (arguing against the separation of devices and data when analyzing the Fifth Amendment status of cellular phones as extensions of users); Slobogin, supra note 216, at 841–44 (arguing that the Fifth Amendment should respect a “zone of privacy” protecting some kinds of personal documents).
257. Riley, 573 U.S. at 385.
258. The idea that electronic devices can become so integrated with ourselves and our lives so as to extend our cognition was advanced by Andy Clark and David Chalmers. See generally Andy Clark & David Chalmers, The Extended Mind, 58 ANALYSIS 7 (1998);
259. Michael S. Pardo & Dennis Patterson, Minds, Brains, and Law (2013); Michael S. Pardo, Lying, Deception, and fMRI: A Critical Update, in NEUROLAW AND RE-
compel someone to submit to having his mind read? On one reading of Fisher and Muniz, the answer seems to be yes. After all, memories are voluntarily or incidentally created and simply reading those memories off a brain would not require an act of expression on the part of a brain’s owner. But, upon further consideration, it is clear that arguments along these lines are fallacies based on a fantasy.

The fantasy is a form of dualism. This defense of mind readers imagines that our brains exist separately from our minds, souls, or selves. The Fifth Amendment, so it goes, protects the ghost in the machine, not the meat. Violating the flesh does not sully the soul. This dualistic account of the mind has been(roundly debunked by both philosophers and neuroscientists. Although it may be helpful in certain contexts to speak in loose metaphors about our minds as if they exist apart from our brains, they do not; and it is potentially catastrophic to hold otherwise in any context that matters. This is surely one such situation. Taking seriously a dualistic account of mind and body when faced with the prospect of mind reading technology would eviscerate Fifth Amendment protections. After all, we are talking about strapping someone down to a table and forcibly penetrating their innermost thoughts and memories on grounds that the Fifth Amendment provides greater protections for our mouths than our brains and the thin claim that reading thoughts off our brains does not in any way violate our minds. So, even if a scientific method was devised to penetrate the phenomenon of the mind, the brutality of that process would run afoul of the Fifth Amendment.

Courts have not had to take seriously threats posed to the Fifth Amendment by mind reading technologies because no such technologies yet exist. As it stands, our thoughts and memories are encrypted by our inscrutable brains. Nevertheless, it seems quite likely that if investigating agents could compel a suspect to submit to a scan that would decrypt the electrical firings along neural pathways in her brain, then the Fifth


262. The dualist conception of the self traces back at least as far as Plato but is usually associated with the work of Rene Descartes. See, e.g., RENÉ DESCARTES, MEDITATIONS ON FIRST PHILOSOPHY, Meditation VI (Oxford Univ. Press 2008) (1641). Cartesian dualism is a form of what some contemporary philosophers have described as a physicalist or property dualism. Noted philosophers like Chalmers and Frank Jackson defend a form of phenomenalist dualism focused on the explanatory gap between a description of externally observable conditions of a phenomenon and the subjective experience of a phenomenon.
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Amendment would stand in the way. If that is right, then it seems that, for the same reasons, we might have good Fifth Amendment grounds to claim a right to go dark. Biology renders our brains opaque to the world unless we choose to decrypt and disclose by some act of expression. The right to go dark, in the form of robust encryption, provides parallel protections for our silicon-based neural enhancements. It is digital insurance that puts our silicon minds on the same footing with our carbon minds, guaranteeing our right against compelled witnessing no matter where we keep and store our thoughts and memories.

IV. A COMMON LAW RIGHT TO GO DARK (?)

A third potential ground for a right to go dark is the law of evidentiary privileges. Evidentiary privileges protect the contents of certain communications against “involuntary disclosure.” Although established by statute in many states, evidentiary privileges are grounded in the common law and remain a creature of common law in many jurisdictions, including federal courts. In the federal system, courts’ authority to recognize and elaborate evidentiary privileges derives from Federal Rule of Evidence 501, which, in its revised form, provides that:

The common law—as interpreted by United States courts in the light of reason and experience—governs a claim of privilege unless any of the following provides otherwise:

- the United States Constitution;
- a federal statute; or
- rules prescribed by the Supreme Court.

But in a civil case, state law governs privilege regarding a claim or defense for which state law supplies the rule of decision.

The history of Rule 501 is fascinating. The Supreme Court proposed a very different version of Rule 501 to Congress in 1973. As then con-
ceived, Rule 501 would have stripped federal courts’ authority to create evidentiary privileges with the exception of privileges dictated by the Constitution, such as the Fifth Amendment privilege against compelled self-incrimination. At the same time, the Supreme Court recommended that Congress recognize a limited number of evidentiary privileges. On that list were a lawyer-client privilege, a psychotherapist-patient privilege, a spousal privilege, a clergy-penitent privilege, a voting privilege, a trade secret privilege, a state secret privilege, and a privilege protecting the identity of informants in criminal investigations. Congress ultimately declined to adopt most of these recommendations. It did recognize an attorney-client privilege but, under Rule 501 as adopted, left the task of creating and elaborating other evidentiary privileges to the courts based on “principles of the common law,” “reason,” and “experience.”

In *Trammel v. United States* and *Jaffee v. Redmond*, the Supreme Court described how it would exercise the authority granted by Rule 501. First, the Court weighs the competing interests at stake in recognizing a privilege. In general, this means assessing the social and public value of a particular relationship and the need for confidential communication to secure those advantages. The Court then weighs those benefits against the costs to truth seeking, recognizing a privilege “only to the very limited extent that permitting a refusal to testify or excluding relevant evidence has a public good transcending the normally predominant

---

270. Fed. R. Evid. 501 (proposed Nov. 20, 1972) (“Except as otherwise required by the Constitution of the United States or provided by Act of Congress, and except as provided in these rules or in other rules adopted by the Supreme Court, no person has a privilege to: Refuse to be a witness; or Refuse to disclose any matter; or Refuse to produce any object or writing; or Prevent another from being a witness or disclosing any matter or producing any object or writing.”).

271. Trammel, 445 U.S. at 47.


283. Trammel, 445 U.S. at 51 (“Here we must decide whether the privilege against adverse spousal testimony promotes sufficiently important interests to outweigh the need for probative evidence in the administration of criminal justice.”).

284. Id. at 48 (noting that the marital privilege “is one affecting marriage, home, and family relationships—already subject to much erosion in our day . . . .”).

285. Id. at 51 (requiring that privileges must be “rooted in the imperative need for confidence and trust.”).

286. Id. at 50 (“Testimonial exclusionary rules and privileges contravene the fundamental principle that the public has a right to every man’s evidence.” (citations omitted) (internal quotation marks omitted)).
principle of utilizing all rational means for ascertaining truth." Second, the Court looks to state practices, both as a source of "reason" and "experience" and out of an interest in avoiding conflicts that might frustrate state law by exposing in federal court the contents of communications that would be protected in state courts. Finally, the Court considers federal authorities, including the unadopted rules proposed in 1973. Here, the Court has evinced reluctance to recognize privileges that are not either well-established in the common law or among those enumerated in the unadopted proposed rules.

Jaffee provides a helpful example of how the Court exercises its authority under Rule 501. The question presented there was whether confidential communications between a patient and a licensed social worker in a therapeutic setting should be shielded from discovery during civil litigation. Writing for the Court, Justice John Paul Stevens found that psychotherapy as a practice produces significant social benefits. "The mental health of our citizenry," he wrote, "no less than its physical health, is a public good of transcendent importance." Justice Stevens then highlighted the critical role that confidentiality plays in psychotherapy. In contrast to the diagnosis and treatment of "physical ailments," which "can often proceed successfully on the basis of a physical examination, objective information supplied by the patient, and the results of diagnostic tests," Justice Stevens pointed out that psychotherapists can only access the information they need from patient communications. As a consequence, he continued, "psychotherapy . . . depends upon an atmosphere of confidence and trust in which the patient is willing to make a frank and complete disclosure of facts, emotions, memories, and fears." At the same time, the nature of those disclosures are often very personal and "disclosure . . . may cause embarrassment or disgrace." The possibility that disclosures to a psychotherapist might become public in a court of law, therefore, compromises the entire practice, potentially denying society the significant benefits of professional mental health treatment. At the same time, Justice Stevens argued, the costs to truth-seeking from recognizing the privilege would be "modest."
cause denial of the privilege would chill psychotherapy considerably, effectively preventing the very disclosures at issue from being made in the first place. Thus, failure to recognize a psychotherapist privilege would dramatically compromise the benefits of psychotherapy without producing a substantial benefit to truth-seeking.

The Jaffee Court also found considerable support for a psychotherapist privilege in both state and federal law. As Justice Stevens noted, “[A]ll 50 States and the District of Columbia ha[d] enacted into law some form of psychotherapist privilege . . . .” And “[d]enial of the federal privilege therefore would frustrate the purposes of the state legislation that was enacted to foster these confidential communications.” In addition, the psychotherapist-patient privilege was among the rules proposed by the Court to Congress in 1973. Furthermore, the record of the Judicial Conference Advisory Committee’s deliberations reflect its view that psychotherapy depends on a patient’s “willingness and ability to talk freely,” which “makes it difficult if not impossible” for psychotherapy to function without “confidentiality and, indeed, privileged communication.” This consensus, the Jaffee Court concluded, “indicates that ‘reason and experience’ support recognition of the [psychotherapist] privilege.”

The list of widely recognized evidentiary privileges is short. In addition to the psychotherapist privilege recognized in Jaffee, the Court has exercised its authority under Rule 501 to protect confidential communications between spouses. Rule 502 protects attorney-client communications. There is also considerable support in state and federal courts for a clergy-penitent privilege and a right to confidentiality at the ballot box, which were among the privileges recognized in the proposed rules. Although the Supreme Court has been skeptical of a physician-patient privilege, confidentiality is a central feature of medical ethics. Many states protect confidential communications with physicians for the purpose of diag-
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308. See Jaffee, 518 U.S. at 10 (drawing a distinction between the work of physicians and psychotherapists insofar as “[t]reatment by a physician for physical ailments can often proceed successfully on the basis of a physical examination, objective information supplied by the patient, and the results of diagnostic tests”); see also United States v. Bek, 493 F.3d 790, 801 (7th Cir. 2007) (“Federal common law has not historically recognized a privilege between patients and physicians.”).
309. For example, most physicians take a professional oath that includes some version of the Hippocratic pledge that “whatsoever I shall see or hear in the course of my profes-
nosis or treatment.\textsuperscript{310} Federal law protects the confidentiality of health information,\textsuperscript{311} and the Supreme Court has recognized the highly private nature of health-related information.\textsuperscript{312} Therefore, there is good reason to include a physician-patient privilege on the tally of established evidentiary privileges. But that probably caps the list.

So, how might the law of evidentiary privileges support a right to go dark? Two possibilities come to mind. First, some digital data, electronic communications, and exchanges with devices may fall within the protections afforded by established privileges. To the extent this is so, a right to go dark would guarantee important protections, putting this data on equal footing with communications between live persons. This seems a perfectly plausible argument, though limited in terms of its scope. Second, we might want to recognize a new privilege that would ground a more general right to go dark, providing broad protections for a wide variety of digital data and devices. Here, the case for a common law right to go dark is on shakier ground. That may well change as our engagements with these technologies expand and evolve. Health-related technologies provide a nice example for discussion.

There is an increasing number of medical health or “mHealth” apps in use on smartphones and wearable devices.\textsuperscript{313} Some of these provide platforms through which users can communicate with healthcare professionals. Talkspace is a good example. Talkspace allows customers to communicate directly and anonymously with licensed mental health professionals. Talkspace and similar platforms often have access to the contents of communications between patients and therapists. Some companies commoditize information gleaned from that content.\textsuperscript{314} Setting aside this complication, these kinds of apps would otherwise seem to fit nicely within established privileges such as the psychotherapist privilege or the doctor-patient privilege. It would therefore make good sense to recognize a right to encrypt those communications, thereby putting communications through these platforms on the same footing as communication, as well as outside my profession in my intercourse with men, if it be what should not be published abroad, I will never divulge, holding such things to be holy secrets.”

\textsuperscript{310} Policy of the Privilege, 25 FED. PRAC. & PROC. EVID. § 5522 (1st ed.).
\textsuperscript{313} MHealth apps are “medical and public health practice supported by mobile devices.” WORLD HEALTH ORG., MHEALTH: THE NEW HORIZONS FOR HEALTH THROUGH MOBILE TECHNOLOGIES 6 (2011), https://www.who.int/goe/publications/goe_mhealth_web.pdf [https://perma.cc/8QJU-DE44]. By 2018, 1.7 billion people (roughly 24% of the world’s population) worldwide are expected to use mHealth apps on their smartphones. J. Frazee, M. Finley & JJ Rohack, MHealth and Unregulated Data: Is This Farewell to Patient Privacy?, 13 IND. HEALTH L. REV. 385, 385 (2016).
\textsuperscript{314} A 2015 study of mHealth apps found that nearly all apps studied shared information with third parties deemed sensitive, and at least 10% shared medical information. See Jinyan Zang et al., Who Knows What About Me? A Survey of Behind the Scenes Personal Data Sharing to Third Parties by Mobile Apps, TECH. SCI. (Oct. 30, 2015), http://techscience.org/a/2015103001 [https://perma.cc/8HAM-Q2CV].
ncommunications during live, in person treatment and therapy.  

By extension, there might also be good grounds for recognizing a limited right to go dark tailored to apps that diagnose or treat medical or mental illness. Many mHealth apps are making use of artificial intelligence (AI) to diagnose and treat patients. For example, there is an app that uses speech pattern analysis to diagnose Parkinson’s disease. Wearable sleep monitors, such as Fitbit, can aid in the diagnosis of sleep disorders. There is a raft of apps that use cognitive behavioral therapy to treat patients with a wide range of mental diseases, including depression and drug addiction. One of these, WoeBot, “uses brief daily chat conversations, mood tracking, curated videos, and word games to help people manage mental health.” WoeBot can be prescribed and monitored by a human therapist, but its creators believe it has the potential to operate independently. Using AI, Big Data, and taking advantage of constant access to its patients, WoeBot and its ilk may well be in a better position to monitor and treat patients than sadly limited carbon-based providers.

To the extent WoeBot and similar technologies are playing roles once reserved for human healthcare providers, there is every reason to think that its communications with its patients should be privileged. If that is right, then a right to go dark would give full effect to these protections, putting communications with AI providers on equal footing with those between meat sacks.

There is also a class of mHealth technologies that monitor, gather, and analyze biodata such as vital signs, activity levels, and sleep. Sometimes these apps provide data for human caregivers. For example, there are apps that work in conjunction with glucose monitors and insulin pumps to help patients monitor blood sugar levels and insulin dosing. Similarly, there are apps and devices that monitor heart rate and blood pressure to help physicians diagnose and treat cardiovascular diseases. There are devices patients swallow to monitor when medication is taken and how well it is metabolized. And there are wearable technologies that monitor eye movements to help diagnose vestibular disorders. Although these

315. One might wonder what value a right to go dark adds if we assume that communications through apps like Talkspace are covered by existing rules of privilege. The answer is impenetrability. Incidents of live oral communication are inherently ephemeral absent a specific effort to make a record. Encrypting digital communications puts them in essentially this same existential posture. Encryption would therefore protect these communications from unwarranted intrusion while also preserving the same possibilities for lawful discovery available for oral communications between caregivers and their patients.


technologies are clearly used to diagnose and treat physical and mental diseases, it is not clear that the data they gather falls within the protections of established evidentiary privileges. That is because there is no clear act of “communication” in the usual sense.

Evidentiary privileges protect communications. They do not impose a general bar on testimony by informational fiduciaries\footnote{320. The author takes this phrase from Jack Balkin and Kiel Brennan-Marquez. See generally, e.g., Jack M. Balkin, Information Fiduciaries and the First Amendment, 49 U.C. Davis L. Rev. 1183 (2016); Kiel Brennan-Marquez, Fourth Amendment Fiduciaries, 84 Fordham L. Rev. 611 (2015).} such as clergy, psychotherapists, and doctors. That was not always the case for all fiduciaries. For example, at common law, the spousal privilege allowed husbands to bar their wives from offering any kind of adverse testimony at a criminal trial.\footnote{321. Trammel v. United States, 445 U.S. 40, 44 (1980).} That privilege covered not just communications but all testimony relating to acts or events she might have observed.\footnote{322. Id.} As the Court reports in \textit{Trammel}, this version of the spousal privilege existed at a time when defendants were barred from testifying on their own behalves at criminal trials out of concern both for self-incrimination and intractable unreliability. Insofar as a wife had no legal status separate from her husband, she too could not testify at a criminal trial where her husband was a defendant and for the same reasons.

The underlying justification of the spousal privilege has evolved considerably, of course. It is now understood as a way to secure and protect the sanctity of the marital relationship and the confidentiality of marital communications.\footnote{323. Id. (“The modern justification for this privilege against adverse spousal testimony is its perceived role in fostering the harmony and sanctity of the marriage relationship.”); \textit{see also} Hawkins v. United States, 358 U.S. 74, 79 (1958) (“[T]he law should not force or encourage testimony which might alienate husband and wife, or further inflame existing domestic differences.”).} As a consequence, the extent of its protections has contracted considerably. Most relevant for present purposes is that many jurisdictions limit the scope of the privilege to confidential communications only.\footnote{324. \textit{Trammel}, 445 U.S. at 44.} A spouse may therefore be compelled to testify to her observations of events and any communications that might have occurred in the presence of a third party because none of this testimony involves the disclosure of confidential marital communications—just observations and nonconfidential communications.

The Court has suggested that the doctor-patient privilege follows this same pattern, protecting communications but not observations.\footnote{325. \textit{Jaffee} v. Redmond, 518 U.S. 1, 10 (1996).} Thus, as the Court implied in \textit{Jaffee}, a physician might be compelled to testify about the results of her “physical examination” and “the results of diagnostic tests” even as she stays mum about what her patient \textit{said} in response to diagnostic questions.\footnote{326. Id.} Notably, this is not how the privilege is universally described. In some jurisdictions, the physician-patient privi-
lege covers everything a doctor learns in the course of her professional treatment of a patient. But, to the extent it holds, this distinction between communications and observations complicates the picture considerably when applied to health monitoring devices.

Take, for example, an app designed to help diabetics better control their blood sugars. Such an app might require that a user actively input information, such as foods eaten, activities, insulin doses, and sugar levels taken manually. Insofar as these inputs can be characterized as communications with a physician, they might be privileged and therefore amenable to protection under a right to go dark. But we can also imagine an app that engages in passive, observational data gathering. For example, it might gather blood sugar and insulin-dose data from an insulin pump, activity and location data from a wearable device or smartphone, and event information from an electronic calendar. This kind of passively acquired data would probably be more accurate and complete than a patient’s subjective reports, providing a treating endocrinologist with a richer and more nuanced understanding of her patient’s disease and treatment. But it probably would not qualify for protection under a doctor-patient privilege because it is passively gathered observational data akin to the physical diagnosis and test results cited by the Court in *Jaffee* as beyond the scope of a communication privilege.

Although results from objective medical tests and data gathered passively by mHealth apps may not be covered by the physician-patient privilege, there are good grounds for arguing that they should be. Statutory versions of the physician-patient privilege in many jurisdictions cover physical diagnosis and test results. That lines up nicely with well-established privacy protections. Specifically, the Health Insurance Portability and Accountability Act (HIPAA) and parallel state laws grant considerable rights to privacy and confidentiality in patient records. In 2015, the Food and Drug Administration (FDA) considered the application of HIPAA to mHealth apps.

Under the FDA’s recommended guidelines, data generated by apps and other technologies that act as medical devices would be afforded HIPAA protection. An app acts as a medical device in the view of the FDA when it transforms a mobile platform into a regulated medical device, connects to an existing mobile device for purposes of controlling its opera-
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tion, or is used to monitor or analyze patient-specific medical device data. Any app or technology prescribed by a physician to aid in the diagnosis and treatment of a disease such as our diabetes app would certainly seem to qualify for protection under these FDA standards. If the data gathered by these devices is protected by HIPAA, then there may be good grounds to argue that they should be protected by the doctor-patient privilege as well. In fact, the digital footprints created by these apps and devices is often more revealing than the information included in a traditional medical health record. After all, traditional testing in a clinical setting captures only one dimension of health status at a particular moment in time. By contrast, these technologies continuously monitor a person’s habits, generating a wealth of health data that can be far more revealing.

But these are all fairly specialized technologies. It may be straightforward to argue for protecting communications and data associated with devices that are prescribed or actively monitored by a physician or therapist. But what about the mine-run of mHealth apps deployed and used by users solely on their own initiative? Wearable devices like Fitbit, Pebbles, Garmin, and Apple Watch represent an exploding sector of the market for consumer technologies. Linked to smartphones or cloud-based programs, these devices offer users a way to improve health, fitness, and wellbeing in a wide variety of ways along many dimensions. There are, of course, the standard activity, heartrate, and location trackers that allow users to monitor their exercise sessions and assess daily activity levels. There are also devices targeted at mental health such as PIP, a monitor that works with an accompanying app to help users cope with and reduce stress and Muse, a headband “that [gives] you accurate, real-time feedback on what’s happening in your brain when you meditate” (what could be more conducive to achieving a state of transcendental consciousness!). These kinds of self-help technologies might contribute incidentally to the diagnosis and treatment of disease, but they are really designed to assist users in reaching their own health, fitness, and wellness goals. They therefore would not seem to fall within the protection of any traditional privilege. But might these technologies qualify for their own privilege and thereby provide groundwork for a more general right to go dark? The

332. Id.
334. See Frazee, Finley & Rohack, supra note 313, at 396.
best way to answer that question is to follow the analytic course charted by the Court in Trammel and Jaffee.

There can be little doubt that users’ relationships with mHealth apps have significant social and public value. As the Court recognized in Jaffee, the physical and mental health “of our citizenry . . . is a public good of transcendent importance.”338 The Centers for Disease Control estimates that there were nearly 200,000 preventable deaths in 2014 attributed to heart disease, cancer, respiratory disease, and cardiovascular disease.339 Researchers estimate that tens of thousands of these deaths could be prevented by lifestyle changes.340 In addition to mortality, there are significant morbidity and treatment costs associated with diseases linked in part to lifestyle.341 For example, treatment of Type 2 diabetes can exceed $100,000 over the lifetime of a patient,342 and the American Diabetes Foundation estimates that the total costs of morbidity and treatment of Type 2 diabetes and prediabetes in the United States exceeds $322 billion each year.343 Given these numbers, there can be little doubt that mHealth devices designed to prevent, treat, and manage diseases by affecting lifestyle have tremendous potential value for society.344
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344. See, e.g., Lisa A. Cadmus-Bertram et al., Randomized Trial of Fitbit-Based Physical Activity Intervention for Women, 49 AM. J. PREVENTIVE MED. 414, 414 (2015) (“The Fitbit was well accepted in this sample of women and associated with increased physical activity at 16 weeks. Leveraging direct-to-consumer mHealth technologies aligned with behavior change theories can strengthen physical activity interventions.”); Deborah F. Tate, Elizabeth J. Lyons & Carmina G. Valle, High-Tech Tools for Exercise Motivation: Use and Role of Technologies Such as the Internet, Mobile Applications, Social Media, and Video Games, 26 DIABETES SPECTRUM 45, 46 (2015) (finding that technology designed to promote exercise can have positive health effects in patients with type-2 diabetes). As a bit of field research for this article, the author acquired and deployed a health monitoring device on his person. The results were positive. The author began to exercise more consistently. During the eighteen-month study period, he completed two half marathons, two sprint-distance triathlons, an Olympic-distance triathlon, and several 5k races. Prior to the experiment, he had never run more than a couple of miles and had difficulty swimming fifty continuous yards. His resting heart rate has slowed from the sixties or seventies to the high forties. His VO2 Max has improved from forty to fifty-six—whatever that means. He has lost fourteen pounds and his body composition has improved by 3% to 4% percent. His LDL cholesterol has gone down substantially as have his triglyceride levels. Over the same period, his HDL cholesterol has gone up, resulting in an improvement in the ratios used to assess risk of major cardiovascular events. Moreover, it has been the author’s experience that the ability to track health and performance data is a significant motivator to exercise.
But do we need to preserve the confidentiality of communications with mHealth devices in order to gain these benefits? Confidentiality, for purposes of common law privileges, is usually regarded as necessary if honest communication is essential to achieve the desired goals of a communicative relationship, and participants are unlikely to be open and honest if they fear revelation. It seems pretty clear that mHealth devices like Fitbit would not generate the health and wellness benefits they promise if they did not have access to accurate information. Lying to or tricking a Fitbit does not do anyone any good. Similarly, these devices are more likely to provide more benefits the more they have access to us and our activities. These technologies hold the most promise for improving health and wellness if they are part of an informational ecosystem that tracks daily activity, exercise, sleep, food and beverage intake, stress levels, social engagement, etc. To fulfill their potential then, we need to communicate openly and honestly with these technologies. But would that open and honest communication be compromised by the threat of revelation in a court of law?

The nature of the information we share with mHealth technologies is bound to be intimate, private, and revealing. Directly and inferentially, these technologies know our daily habits, when we have sex, with whom, when we menstruate, our institutional affiliations, and our personal and professional associations, not to mention details about body composition. In many ways, gaining access to these devices is akin to gaining access to our inner selves and our most private moments. Given the nature and extent of this information sharing, one might well expect that the threat of revelation would decrease the likelihood of open and honest communication with mHealth devices. Speaking for himself, it is one of the principal reasons the author was reluctant to wear or use them.345 But the author appears to be in a minority. The raw truth is that these devices are already in widespread use and the market is growing.346 At the same time, many users readily share information gathered by these devices with others, including online communities, in order to gain the additional benefits of training advice or community support.347 Moreover, there is good evidence that this sharing actually enhances the likelihood of achieving sustained benefits by providing motivation and accountability.348 On the other hand, it may well be the case that more people would

Of course, this is anecdotal based on an n of one, but it supports the promise of these devices to promote health.
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be more likely to use mHealth devices if they were private and secure. So, offering the protections of privilege might expand the universe of users, thereby increasing social utility. And, of course, any user of mHealth devices would always be free to waive that privilege in order to access additional services.

The last factor to consider is legal precedent in state law or federal statute. Here, the record is thin. Predictably, a personal electronic device privilege was not on the list presented to Congress in 1973. To date, at least, there is no state authority directly on point. The most relevant source of “reason” and “experience” may therefore be the FDA framework outlined above. Under those guidelines, the records generated by personal technologies would be protected under HIPAA only if they were acting as a medical device. Although technologies aimed at enhancing health and wellness might credibly be described as advancing medical interests, it seems a stretch to categorize them as medical devices akin to insulin pumps and echocardiographs.

In sum, there seems to be a good case for a limited right to go dark for some devices based on existing privileges such as the psychotherapist-patient and doctor-patient privileges. That is particularly true where the device acts as a conduit for communications between patients and caregivers. There is also a reasonable case to be made that monitoring devices prescribed by a physician or therapist in order to gather sensitive data for purposes of diagnosis or treatment would also be subject to a claim of privilege by reference to existing FDA standards. By contrast, there does not seem to be good grounds for a general right to go dark when it comes to personal electronic devices adopted by users on their own initiative. But that may well change.

Under the framework developed by the Court in its Rule 501 jurisprudence, much turns on the nature of the communications, social utility, and the importance of confidentiality. As we saw in our analysis of the Fifth Amendment, the trend is clearly in the direction of more integration between carbon and silicon systems. It is hard to imagine at this stage the cultural shifts that these technological developments might bring with them. In ten years, it may be obvious that information shared with personal electronic devices must be privileged in order to garner critical social benefits. But if that is the future, then we have not yet arrived.

There is one more possibility worth our consideration. Recall that one justification for the spousal privilege under the common law was the proposition that a wife had no legal status independent of her husband. As a consequence, compelling a wife to testify against her husband was equivalent to compelling him to testify against himself. Although abandoned in the context of the law of spousal privilege, that insight might add dimension to a right to go dark grounded in evidentiary privileges just as it did in the Fifth Amendment context. Given our relationships
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with many of our personal devices and the degrees of access they have to our lives, it is not a stretch to say that they are extensions of ourselves.\textsuperscript{349} To the extent this is so, perhaps our devices should qualify for a version of the old common law spousal privilege. Recognizing a right to go dark would guarantee our authority to determine whether our devices can testify against us. If that were the law, then a derivative right to go dark would guarantee that nothing our devices know as a consequence of being our devices could ever be used against us unless we affirmatively waived.

V. CONCLUSION

New and emerging technologies invite all of us to be futurists. It is hard to know the nature of what is to come. What is certain is that these technologies are bound to compel changes in the law necessary to accommodate the new and important roles they will play in our lives. One question we will need to answer at some point is whether and to what degree we will have the right to secure the data, information, and communications gathered by, lodged on, and conducted through personal technologies like smartphones and wearable devices. The Supreme Court has already held that accessing this kind of information is a search that requires a warrant. But is that enough? In addition to the procedural protections afforded by a warrant requirement, should we also enjoy a right to go dark, effectively preventing all access to our data and communications absent our consent? Although this article has not offered a definitive answer to this question, it has provided a framework for assessing where we are in the hope that it will be helpful in charting a course for where we might go in the future.
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